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Dear Colleagues! 

I am glad to welcome participants of the 30th International scientific and technical conference 
«Extreme Robotics», organized by the Russian State Scientific Center for Robotics and Technical 
Cybernetics. In the last decades, achievements in the field of robotics largely determine the successes 
in the development of outer space, the depths of the World Ocean, in the implementation of advanced 
medical technologies. This year the scope of our conference is devoted to practical questions of 
application of robotic means of new generation for solving problems of space exploration, depths of 
the World Ocean, medicine, nuclear power, production. Further development of the above mentioned 
areas is directly related to the development and implementation of new technologies, the expansion 
of mutually beneficial cooperation between domestic and foreign research centers and companies.  

I am sure that the level of the forthcoming conference will allow you to get acquainted with the 
latest achievements in the field of extreme robotics, to cover current issues in research and 
development and to identify the main market trends in robot industry.  

I wish all participants new discoveries, solutions, expansion of the circle of friends and 
partners! 

Alexander Lopota 
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GROUND ROBOTICS 

 
H. Senov, Yu. Bolgov 

DEVELOPMENT OF A DIGITAL MAP OF MUDFLOW  
AND AVALANCHE AREAS OF KBR 

Kabardino-Balkarian State University, Nalchik, Russia 
XMSenov@mail.ru, yuriy6601@mail.ru 

Abstract 
The results of creating a digital model of the relief of the territory of the Kabardino-Balkaria Republic 

(KBR) according to radar interferometric survey are presented. The format of the initial data and the algorithm 
of the relief model construction are described. The algorithm provides rapid construction of a digital model of 
different parts of the earth's surface at different scales and levels of detail and can be used to build three-
dimensional thematic maps for various purposes, such as mudflow and avalanche areas, and in the creation of 
navigation support systems of mobile robotics, including automatic drones. 

Keywords: digital elevation model, radar interferometric survey. 

Modern geographic information systems (GIS) based on three-dimensional models have recently 
become widespread. In addition to latitude and longitude, altitude data are the main coordinates in these GIS 
models. At the same time, such systems provide visibility of information and operate with tens and hundreds 
of thousands of elevations, not with units and tens, which was possible using the methods of "paper" 
cartography. Due to the availability of fast computer processing of large amounts of high-altitude data, the 
task of creating a realistic digital elevation model (DEM) becomes feasible. On the basis of DEM, in turn, 
information systems for various purposes are created, for example, thematic maps - steepness and exposure 
of slopes, erosion hazard, geochemical migration of elements, landscape stability, etc. Such data are very 
important in the development and design of monitoring systems for dangerous and especially dangerous 
natural phenomena [1, 2], for example, the construction of digital maps of mudflow or avalanche areas. 

Of particular interest is the use of DEM in the tasks of navigation support of mobile robotics systems, 
including automatic drones. At the same time, if ready-made software packages [3] are used for the simple 
construction of the DEM, for more specialized tasks (including navigation in mobile robotics), the 
development of specialized software is necessary. 

The aim of this work was to develop an algorithm and software for the construction of a digital map of 
the territory, allowing the data of radar interferometric measurements to build geographical maps of different 
areas and at different scales. 

Initial data for construction of DEM 
The initial data for the construction of the relief was the information of radar interferometric survey 

obtained from the Board of a reusable spacecraft (Shuttle) and called in the technical literature SRTM (Shuttle 
radar topographic mission) [4, 5]. Measurements were made from 11 to 22 February 2000 as part of the 
SRTM project with the objective of obtaining a digital model of the planet's surface with a resolution of about 
30 m (1"). 

The selected flight parameters (orbit altitude of 233 km, inclination of 57°, orbital period of 89.2 min) 
provided the radar survey of 85% of the earth's surface, enclosed between 60° North latitude and 54° South 
latitude. [4]. For shooting we used two installed on-Board radar sensor SIR-C and X-SAR, performing the 
location of the planet's surface at C-band (wavelength  = 3,757,5 cm) and X ( = 2,53,75 cm), 
respectively, with a resolution time of 1 second. In just 11 days and 5.5 hours, the Shuttle made 182 turns, 
from which about 12 terabytes of radar data were obtained [5]. 

There is a preliminary version of the SRTM data (2003) and the final version (February 2005), and the 
2005 data have undergone additional processing, consisting in the allocation of coastlines, water bodies, 
filtering of erroneous values, etc. They are provided to users free of charge, in one of the following options 
[4]: 

 option 1 (for the United States) in the form of a regular grid with a resolution of one angular second 
(about 30 m) and a size of 1° 1° (3601 3601 elements); 
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 option 2 (for the territories of other countries, including Russia) in the form of a regular grid with a 
resolution of three angular seconds (about 90 m) and a size of 1° 1° (1201 1201 elements); 

 option 3 in the form of ARC GRID files, as well as ARC ASCII and GeoTIFF format, containing a 
regular grid with a discreteness of three angular seconds (~90 m) and a size of 5°×5° (6001×6001 elements). 

Option 3 data were obtained by processing the original elevation data to provide smooth topographical 
surfaces and interpolated values for areas where the original data were not available. 

In all variants, the lower additional rows (1201, 3601, 6001) and the right additional columns (1201, 
3601, 6001) are repeated on the adjacent matrix [4, 5]. The heights of the nodes of the regular grid are 
measured relative to the surface of the geoid EGM-96, rounded to one meter and represented by integers two 
bytes long (16 bits). 

The data is divided into separate files, the names of which contain information about the coordinates of 
the represented area of the earth's surface. For example, for the second data presentation option, each file 
covers a 1-degree latitude and 1-degree longitude block of the earth's surface. The characters in the file name 
show the southwest corner of the block, the letters N, S, E, and W, denote North, South, East, and West. Thus, 
"N34W119.hgt" file covers from 34 to 35 degrees North latitude and from 118 to 119 degrees West longitude. 
File extension ".hgt" means the word "height". These files contain 16-bit integers, the height is measured in 
meters above sea level, in the "geographic" (latitude and longitude) projection, the lack of measurement data 
is indicated by the number -32768. International 3-second files have 1201 column and 1201 row data, the total 
file size is 2884802 bytes (1201×1201×2). 

The declared measurement error values are 20 meters in plan and 16 meters in height [6]. The actual 
accuracy turned out to be slightly higher than the calculated accuracy (especially for the range X with a 
shorter wavelength), and the numerical error values for different regions of the planet differ by two or more 
times [6]. However, studies have shown that in some cases (in particular - in flat areas) the data have higher 
accuracy, and in mountainous areas - lower accuracy, and contain systematic errors caused by averaging the 
heights in the radar spots, moreover, the heights of the peaks are always underestimated, and the bottom of 
narrow gorges - overestimated [7]. 

The algorithm for constructing the DEM 
To create a digital elevation model, software was developed in C# using DirectX.  DirectX includes 

several components that underlie the programming of modern computer graphics:  
 Direct3D - a low-level graphics API (software interface for applications) that allows you to display 

three-dimensional objects using hardware accelerators of three-dimensional graphics. Direct3D can be 
represented as an intermediary between an application and a graphics device (graphics card hardware).  

 DirectDraw - allows you to manage computer hardware, providing direct and quick access to video 
memory.  

The basis for building a three-dimensional image is a scene - a set of objects or models. The object is 
represented by a grid with triangular cells. Individual grid triangles are the elements by which objects are 
modeled. The camera and the light source of the objects are added to the scene. 

The camera determines which part of the object the viewer can see and, therefore, for which part it is 
necessary to create an image. The camera is positioned and oriented in space and determines the visible area, 
which allows you to consider both objects as a whole and its individual fragments. The area of visible space is 
a truncated pyramid and is determined by the angles of the field of view, the front and rear planes. Objects that 
are not within the specified space are invisible and are excluded from further processing. 

To build a terrain model, SRTM data is written to a vertex buffer, a special memory area that contains 
the coordinates of the grid vertices, surface normals, and texture coordinates. Vertex buffers are used to store 
data from the corresponding arrays because they can be stored in the graphics card's memory. Visualizing data 
stored in the graphics card memory is much faster than visualizing data stored in the computer's system 
memory. Fig. 1 shows the sequence of formation of three-dimensional digital elevation models of the earth's 
surface – a representation of a surface mesh with triangular cells, the calculation of the normals to the surfaces 
of the triangular cells and the cast of the normals to the vertices of the triangles, overlaid on a texture surface 
(in the form of satellite imagery or topographic maps of the area of the given surface). Fig. 2 shows, for 
example, the distribution of snow depth against a three-dimensional surface topography. 
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Figure 1 – Sequence of formation of a three-dimensional digital  

model of the earth's surface relief 

 
Figure 2 – Representation of snow depth distribution against  

a three-dimensional surface topography 

Fig. 3 shows the mesh models of real terrain – views of the Baksan gorge (the most mudflow dangerous 
area of the KBR), built according to the SRTM.  

Fig. 4 shows the elevation model of the same site, but based on the normals. Normal to the surface is 
used to determine the direction of reflected light, so the brightness of the triangles forming the surface 
depends on its position relative to the light source and the camera. 

For full realism of the representation, the resulting relief model is superimposed texture. Textures, as a 
rule, are stored in graphic files of jpg, png and other formats. In this case, space images of the specified areas 
of the territory were used. To overlay textures to the mesh triangles it is necessary that their vertices contain 
texture coordinates. Texture coordinates are a pair of numbers, typically varying between 0 and 1, that 
uniquely point to a texture element called a Texel. Texture coordinates are defined for each vertex of the 
triangle, thus binding to some triangular area on the texture. Fig. 5 shows a terrain model with a superimposed 
texture (satellite image). In this case, the figure shows the area of the KBR (view of the Baksan gorge). 



15 

 
Figure 3 – Terrain model Grid 

 
Figure 4 – Relief Model based on the calculated normals 

 
Figure 5 – Terrain Model with superimposed texture 
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Fig. 6 and 7 show, for example, a 1-degree latitude and 1-degree longitude elevation model for the KBR 
area. The upper (southwestern) corner of the rectangular region has coordinates of 43 degrees North latitude 
and 43 degrees East longitude. Data sources for building a terrain is depicted in figures 4 and 5 contains the 
file - N43E043.hgt. As a texture in fig. 7, a satellite image of this area of the earth's surface was used. 

 
Figure 6 – Terrain Model of the land area of the KBR is built  

with consideration of the calculated normal 

 
Figure 7 – Relief Model of the KBR area with  

superimposed texture (satellite images) 

Fig. 8 shows a three-dimensional digital terrain model of the area of the glacier (glacier Cosidon) at 
various angles. The North-South direction is marked on the relief.  

In conclusion, fig. 9 shows an example of building a digital model of the relief of a large area of the 
earth's surface – part of the territory of the Caucasus range (in the center is visible mount Elbrus).  

The presented algorithm provides for the rapid construction of Dems of different parts of the earth's 
surface at different scales and levels of detail and can be used for the construction of three-dimensional 
thematic maps for various purposes, and in the creation of navigation support systems of mobile robotics, 
including automatic drones. 
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Figure 8 – Three-dimensional Digital terrain model of the area of the glacier  

(glacier Cosidon) at various angles 
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Figure 9 – An Example of building a digital model of  

the relief of a large area of the earth's surface 
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Abstract 
The development of mountain areas is complicated by a number of natural hazards, which primarily 

include mudflows and avalanches. The article provides an overview of the existing monitoring systems of 
mudflow and avalanche hotbeds and presents a description of the project of a robotic complex for remote 
monitoring of avalanche and mudflow hotbeds in the mountainous territory of KBR. The complex includes a 
network of stationary monitoring devices, a system for receiving and processing information and a mobile 
component of the system (includes a robotic platform of high permeability and a quadrocopter with a video 
recording system). 

Keywords: robotic complex, remote monitoring, mudflow, snow avalanche, mountain areas. 

The development of mountain areas is complicated by a number of natural hazards, which primarily 
include mudflows and avalanches. Mudflow processes have a significant negative impact on the objects of 
economic activity in mountainous areas. The average annual damage caused by villages amounts to tens of 
millions of dollars and is often associated with loss of life. Due to ill-considered economic activities, failure 
to take timely protective and preventive measures against mountain erosion, the scale of mudflow danger is 
increasing. Therefore, the problem of network monitoring is relevant and economically feasible for a number 
of regions of Russia (Krasnodar and Stavropol territories, the republics of the North Caucasus, etc.). For 
accurate prediction of mudflow hazard it is necessary to observe both the development of exogenous 
processes in mudflows, and the accompanying meteorological factors and the regime of water and mudflow. 
The territory of mountainous areas of KBR is one of the most dangerous in Russia. Currently, monitoring 
and comprehensive studies of mudflow basins are carried out irregularly and only in local areas. 
Observations of mudflow basins from stationary points have no effect due to the lack of stable funding, only 
occasional route surveys of basins are carried out with the development of forecasts of possible scenarios of 
mudflows. 

Human activities in cold mountain regions are always at risk from avalanches. The expansion of 
mountain development in Russia and, as a consequence, the increased risk of snow avalanches leads to an 
increase in the requirements for conceptual tools for the proper planning of infrastructure and design of safe 
structures. Construction organizations working on issues related to avalanche danger, in need, in addition to 
the qualitative assessments of hydrological and geomorphological conditions of the plots in quantitative 
methods for the prediction of avalanches and impact assessments. Such forecasts, as a rule, are based on 
mathematical models of snow mass movement, but due to the complexity of the phenomenon, there is still no 
unambiguous solution to the problem within the framework of the use of the mathematical apparatus of 
classical mechanics, in this regard, in practice, a variety of approaches are used, including systems for 
monitoring avalanche areas.  

This paper presents a description of the project complex robotic remote monitoring of avalanche and 
mudflow hotbeds mountain areas of the KBR. 

Mudflow processes 
Villages are one of the most dangerous natural phenomena in mountainous regions and are characteristic 

of different climatic conditions. Their destructive capacity is due to various factors: transportation and 
removal of a huge amount of solid mass (up to 106 m3), fragments of which can reach large sizes (up to 10 
m), high speed of movement (up to 10-15 m/c) [1]. Fig. 1 shows a picture of a mudflow dam destroyed in 
2000 in the vicinity of the city Tyrnyauz. Advance warning of mudflow hazard is usually based on empirical 
relationships reflecting the correlation between precipitation and mudflow activity. Such systems use 
information from meteorological radars and ground-based rainwater networks [2]. Empirical relationships 
may include different parameters – rainfall intensity, duration of precipitation, amount of precipitation and its 
accumulation over a certain period of time. On the basis of observations of mudflow hotbeds entered the 
critical threshold values of meteorological parameters, under exceeding of which a warning message is issued 
about the mudflow hazard. During the operation of such systems, there is a high probability of false alarms – 
in fact, not every precipitation in excess of critical parameters causes mudflow [3]. Warning systems are 
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placed directly in the areas of mudflow foci and allow you to control various parameters of the mudflow 
(including video image of mudflow in real time) both in the stage of its development and in the process of 
descent. The warning systems use ultrasonic sonars, ground vibration sensors, video cameras, photocells, etc. 
Such systems provide prompt warning of mudflow danger, reduce the probability of false alarms [1]. 

 
Figure 1 – Protective dam destroyed in 2000 in the vicinity of Tyrnyauz 

Monitoring systems typically include a number of sensors and devices. 
Ultrasonic sonars are used to monitor the flow level [4]. Sonars are used to record the hydrograph of the 

mudflow and allow you to control the erosion of the channel or alluvium at the installation site. Ultrasonic 
sensors are located above the flow channel and measure the distance from its surface to the sensor. Figure 2 
shows, for example, the hydrograph recorded with the help of an ultrasonic sonar, which came down in Italy 
on July 8, 1996 (Moscardo Torrent) [5]. Radar and laser sensors are also used to measure the height of the 
flow [6]. 

Seismic activity sensors. The passage of the mudflow causes vibration of the soil (signals of seismic 
activity) and can be recorded by accelerometers, velocimeters, geophones [1]. Seismic activity sensors can be 
installed at a safe distance from the channel and thus are less prone to damage when the mudflow. The output 
signal of seismic sensors is proportional to the rate of displacement of their fixing. They are usually rigidly 
fixed on the rock. 

 
Figure 2 – Hydrograph (Moscardo Torrent, Italy, 8.07.1996) [5] 

When processing signals from sensors of the seismic activity occurs is the problem of selection of a 
signal caused by the landslide, from the signals subject to other sources of fluctuations in the passage of trains 
or trucks, landslides rocks, etc. In [7], the analysis of the experimental data (recordings of readings of seismic 
activity in the landslide) and the possibility of filtering the signal caused by the landslide. 

Wired sensors and photo sensors. A number of wires stretched at different levels above the channel are 
used to measure the maximum height of mudflows [1]. The height of the wave is fixed by the level of the 
highest wire, which was cut off by the flow, and the time of occurrence of the flow in the place of installation 
of sensors is recorded. After the wires break, these devices cannot give information about the height of the 
waves that follow the main mass of the flow. Photovoltaic cells and infrared sensors are used as a tool to 
record the mudflow. As in the case of wired sensors, several solar cells are installed at different heights in the 



21 

cross section of the channel. The mudflow mass interrupts the beam emitted by the sensor, which allows to 
detect the passage of the mudflow and fix the height of the flow wave. When using sensors of this type, there 
is a risk of false positives from random factors (passage of animals, falling trees, etc.). 

Camera-recorders. Video surveillance devices are a mandatory element of automated monitoring 
systems of mudflow foci [1]. The image of the observation area (usually obtained in real time) is used for 
visual assessment of the state of the mudflow hazard (Fig. 3) and interpretation of information received from 
other sensors of the system. In this case, the video data can be used for quantitative analysis of the speed, 
maximum flow rate and the total volume of material transported by the mudflow – is calculated based on the 
previously removed geometry of the cross section of the channel (according to topographic survey), the height 
of the flow and the speed of its movement. 

 
Figure 3 – Video footage of mudflow waves [5]:  

a – initial stage, b – peak of mudflow 

For example, in Fig. 3 shows some footage of the village, descended in the Italian Alps July 8, 1996 [5]. 
At the initial stage, the appearance of the mudflow is accompanied by a surge in the turbulence of the flow, 
mainly consisting of turbid water (Fig. 3a). After about one minute, the flow reaches its peak, with a height of 
about 4 m and a high content of transported material (Fig. 3b). Fog or low light at night can make it difficult to 
use a video surveillance system. 

Pluviographs. Since a significant part of the mudflows has a storm genesis, the monitoring systems 
include automatic pluviographs, which can simultaneously be an element of the ground rainwater network. 
Data from pluviographs can also be used by advance warning systems for mudflow hazards as a supplement to 
radar data of the rains. 

Pressure sensor. Mudflows have a devastating impact on all obstacles in their path, such as piles of 
bridges, dams, etc. Assessment of the impact of mudflows is important in the development of protective 
structures. The pressure generated by the flow during the passage of the mud is measured by sensors installed 
directly in the channel. Sensors are used to measure normal and shear loads generated by the mudflow, flow 
overpressure sensors, which are installed in the lower part of the channel. A number of devices for measuring 
the impact force of mudflows the principle of action, which is based on the measurement of the degree of 
deformation of structural elements under the influence of mudflow. Also used more complex tensometric 
sensors to register the change of the shock load of the mudflow at the time [7]. 

Sensors involved in the flow. They are strong sealed containers that are captured by the mudflow and 
transported by the stream. Inside the container, sensors of various types are placed to measure acceleration, 
impact force from collision with solid elements of mud mass and fluid pressure inside the flow [7]. Such 
sensors are used for scientific purposes to study the internal dynamics of mudflows. 

Example of implementation of the system of monitoring and warning of mudflow hazard 
For example, in Fig. 4 the layout of elements of the system of warning of mudflow danger (Eastern Italy, 

Alps) is presented [4]. 
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Figure 4 – Layout of elements of the Acquabona mudflow  

hazard warning system (Eastern Italy, Alps) [4] 

The system includes three measuring stations located along the channel. The first measuring station is 
installed in the zone of origin of the mudflow and contains an automatic pluviograph, geophone, pressure 
sensors installed in the lower part of the channel, and video cameras. The second station is installed in the 
middle of the mudflow basin and includes a system of geophones placed along the channel. The third station 
is installed in the lower part of the mudflow basin and contains an ultrasonic sonar for recording the flow 
hydrograph, a geophone system, a video camera and a pressure sensor located in the lower part of the channel. 
Information from the measuring stations is transmitted by radio channel to the processing center for analysis 
and issuing a warning signal about the mudflow. A similar warning system is used in Taiwan [8]. Such 
systems contain measuring stations and sensors, the number of which is determined by the specific feature of 
debris flow area. 
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Snow avalanche 
The main dynamic characteristics of an avalanche are considered to be: the speed of the leading edge; the 

range of the ejection; the force of the avalanche impact on the obstacle; the volume. All these characteristics 
vary depending on physical and geographical conditions [9]. In fact, the movement of the avalanche is mainly 
due to gravity, not wind as in the formation of snow deposits, and is characterized by a high speed of 
movement, measured in m/s, in contrast to the movement of sliding and sliding, which are measured by speeds 
from mm/day to cm/day. 

The site of the slope and the valley where the snow avalanche originates, moves and stops is called an 
avalanche. In avalanches can be divided into three zones – the origin, transit and deposition of avalanches. 
The boundaries between these zones are fuzzy and are conditional [10]: 

The zone of avalanches origin (avalanche hearth) is located in the upper part of the avalanche and is a 
section of the mountain slope, where there is an accumulation of snow mass, which can lose stability and form 
an avalanche. Most often it is a bowl-shaped depression in the apical part of the mountains of the Kara type or 
an extended part of the erosion incision. However, avalanches can also form on flat slopes. Areas of 
avalanches are usually confined to the smoothed slopes without forest steepness of more than 30°. Frequent 
cases, when avalanches are born on more gentle slopes. Avalanches can also occur on wooded slopes. The 
process of avalanche formation in addition to the steepness and nature of the slope surface is influenced by the 
amount and condition of snow. 

Disturbance of stability and avalanche formation is observed on the slopes of the steepness from 
15° to 60°. On the steeper slopes of the snow is poorly maintained, most snowflakes during snowfall 
rolls down and large masses of snow are deposited relatively rarely. Therefore, the rocks bordering the 
upper part of the zone of avalanches and steep slopes can serve as a source of additional snow 
accumulation. The most avalanche are considered steep slopes from 25 to 50°. Depending on the 
features of this avalanche zone, avalanches of loose snow may be classified (Fig. 5a) or an avalanche in 
the form of a slab (Fig. 5.b). 

 
Figure 5 – a) Avalanche of loose snow, b) avalanche in the form of a plate 

Avalanche formation begins at a point and gains mass, developing into a fan-like shape, usually of small 
size. This type of avalanche is formed in the presence of wet or dry unbound snow. In the second case, there is 
a well-defined fault line, which limits the release zone. If its top (upper bound) and its flanks (side bounds) are 
clearly visible, then the lower bound is not always recognizable. A slab is formed when a large layer of bound 
snow is superimposed on a weak layer, or when there is a weak bond between layers. Typically, avalanches 
formed in the form of plates lead to more catastrophic consequences than avalanches of unrelated snow, as 
they involve large snow masses. 

Transit zone - the area between the starting zone and the sediment zone. The zone can be of channel type 
(channel avalanche) or in the form of an open slope (avalanche of an open slope). In this area, the avalanche is 
fully formed and reaches its maximum speed. Avalanche can involve a significant amount of snow mass, 
while its deposits are insignificant and increase when crossing ravines and behind rocks. The path of the 
avalanche can be channeled in a clearly defined bed or bed (avalanche tray), but can also be located on a 
relatively flat slope between the zones of origin and deposition of the avalanche. The length of the zones has 
transit channeled avalanches more than not channeled. An avalanche path can have several branches, when 
lateral channels flow into the main channel, each of which begins in a separate zone of avalanches. There may 
be cases when several avalanche routes are fed from one avalanche hearth. 
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Sediment zone - an area where an avalanche slows down quickly and deposits occur. For sewer 
avalanches, this zone often has a cone-shaped appearance (avalanche removal cone). At the place where the 
avalanche flow goes out on a gentle slope, the speed of the flow due to the increase in resistance forces slows 
down, the flow expands and there is a partial deposition of snow. Due to these deposits (especially long-term), 
involved in avalanches in the movement of rock particles, formed mineral cone removal with its characteristic 
shape — convex, expanding in terms of the shaft with decreasing steepness and convex in the transverse 
profiles. In the narrow valleys of the avalanche from a slope can pass in its bottom and climb the opposite 
slope, where it will be located area of the deposits. In non-channeled avalanches, the sediment zone is located 
at the foot or on a gentle slope at the bottom of the avalanche. 

Three types of avalanches on the condition of snow are considered: 
1) From dry snow – dust avalanche (Fig. 6). When the snow layer moves, its debris can collapse and 

form a dust cloud. 

 
Figure 6 – Dust avalanche 

2) From dry snow - snow plate (Fig. 7). A layer of fine-grained snow or snow Blizzard density of 250-
600 kg/m3, lying on the surface of less dense snow. Under the snow Board often there are voids, which leads 
to its subsidence and destruction. The collapse of the snow layer takes place on a large area. Line break of 
snow avalanches constitutes the arch of the stage, perpendicular to the surface of the slope. 

 
Figure 7 – Snow plate 

3) From wet and wet snow - avalanche from "point" (Fig. 8). It has a teardrop-shaped avalanche 
beginning from the end of a rocky ledge on a snowy slope. The rocks, heated, fuel moisture grip snow from 
the rocky base, and it offers an avalanche. It is typical for the spring period. 
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Figure 8 – Avalanche of wet snow 

Depending on the state and properties of avalanche snow, six forms of avalanche movement are 
distinguished [10]:  

1. The motion of a cloud of dusty (powdery) snow that may accompany or overtake a denser core.  
2. The turbulent movement of low-cohesive dry snow is similar to the movement of bulk materials. 

During the movement of the friction between the particles decreases and there is a kind of "liquefaction" of 
the flow.  

3. Movement of fragments of snow plates. The effect of air lubrication (air cushion) may occur between 
the bottom surface of the plate debris and the sliding surface.  

4. The movement of the lumps of snow — sliding, rolling, stirring.  
5. The movement of a consolidated mass of wet or wet snow is similar to the flow of a plastic substance 

or viscous liquid.  
6. Turbulent movement of snow-water mixture, sometimes with admixture of soil particles and stones 

captured by the flow, like the movement of mudflows.  
There may be intermediate cases and the transition of one form of movement to another during the 

avalanche path. 

Robotic complex for remote monitoring of avalanche and mudflow dangerous mountain areas 
To solve the problems of remote monitoring for the purpose of forecasting and early warning of the 

danger of avalanches and mudflows, it is proposed to create a robotic complex. The block diagram of the 
complex is shown in Fig. 9. 

 
Figure 9 – Block diagram of a robotic remote monitoring complex 

The complex includes a network of stationary monitoring devices; a system for receiving and processing 
information; a mobile component of the system (includes a high-pass robotic platform and a quadrocopter 
with a video camera).   
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The system of reception and processing of information consists of a remote computer connected to the 
Internet and a GSM modem. Video image from video cameras is received via the Internet, data from sensors is 
received via GSM modem, and remote control of the devices operation mode is performed. 

The stationary monitoring device consists of an IP video camera, a control microcontroller, a GSM 
modem and a sensor system. The tasks of the device include receiving and transmitting video (in real time) 
and telemetry about the meteorological and hydrological situation in the monitoring areas. To transmit video 
and information, the device uses the channels of mobile operators. This type of communication imposes a 
restriction on the use of the device (placement is possible only in the coverage area of mobile operators, 
usually it is developed mountainous areas), but it gives a number of advantages: small size of equipment and 
low power consumption, low cost of the transceiver system, no restrictions on the range of information 
transmission. The block diagram of the device is shown in Fig. 10.  

 
Figure 10 – Block diagram of a stationary monitoring device 
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The device is controlled by a microcontroller (MC). The objectives of the MC included: 
 Inclusion of video cameras to transmit video monitoring station (at night time, provided by the 

inclusion of infrared light surveillance zone). 
 Obtaining information from sensors of air temperature, atmospheric pressure, air humidity, 

measurement of the amount and intensity of precipitation.  
 Obtain information about the water level in the river, or the height of the snow cover. To measure the 

level of the device uses an ultrasonic distance meter, the information from which the RS485 interface is 
supplied to the MC. Using the RS485 interface allows you to install the sensor in any convenient location - the 
maximum distance of 1000 ÷ 1200 m. 

 All information received by the device is recorded on the external memory chip (connected to the 
interface I2C MC), for accumulation and subsequent transfer to the system of reception and processing of 
information. 

 Communication with modem via RS 232 interface. The MC transmits telemetry data and receives 
control commands via the modem from the information reception and processing system. 

 Monitoring the status of the battery, and control the supply of power to peripheral devices (video 
camera, infrared illumination, ultrasonic range meter). 

 
A real-time clock module is installed in the device to record the time of measurements. The device is 

fully autonomous and is designed to operate without recharging batteries for 1-3 months (depending on the 
intensity of the system). Setting the mode of operation of the device is carried out remotely through the system 
of reception and processing of information. 

The mobile component of the system includes a high-pass robotic platform and a quadrocopter with a 
video camera. The platform provides delivery of the aircraft to the specified zone. The use of a quadrocopter 
as part of the complex provides operational monitoring of long stretches and hard-to-reach areas. 
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Abstract 
There is the solution of one of the problems arising in the design of mobile walking robots: the problem 

of reducing energy costs on displacement of a walking robot, increasing the efficiency of a multi-legged 
mechanism and a reduction of the developed power due to a change in the mode of motion of the multi-legged 
walking robot. 

Keywords: multi-legged walking robot, the gait of a multi-legged walking robot, minimum energy 
consumption. 
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Mobile robots with walking movers have the ability to contactlessly overcome obstacles, which is one 
of the characteristic features of such machines [1]. The view of the trajectory of the moving walking 
propulsion, shown in fig. 1, is explained by the need to organize the interaction of the stop movers with the 
supporting surface without horizontal slipping along it in the absence of information about its profile. But 
with such information about the support surface, you can change the law of transfer of the foot. The 
combinations of these indicators can determine the boundaries of the Pareto-optimal traffic regimes for 
quality indicators. 

 
Figure 1 – Trajectory of transfer of robot foot 

1 – profile of the support surface; 2 – absolute trajectory according to N.V. Umnov; 3 – possible trajectory 

Formulation of the problem 
We consider translational, with constant speed, movement of the robot body with orthogonal walking 

movers, such as Ortonog. The profile of the support surface, characterized by the distance S from the foot 
entering the transfer phase to the obstacle in the form of a projection H height, the distance L to the position of 
its projection at height h from the initial level (fig. 2) is considered known according to the information-
measuring system of the robot. The task is to determine the laws of the transfer of the foot from the initial 
position to the final position, ensuring the minimum of the complex optimality criterion I, which is formed 
from the linear additive convolution of dimensionless partial indicators Ij. 

Differential equations of motion of the foot in the horizontal and vertical direction and the equation 
describing the uniform translational motion of the robot body to determine the private dimensionless 
indicators Ij are 

൝
ሷݔ݉ ൌ ܲ

ሷݕ݉ ൌ ܶ െ ݉݃
0 ൌ ܳ െ ܨ െ ܲ

  (1) 
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where g is the acceleration of free fall, Q is the force of resistance to the movement of the robot; F, P are the 
forces developed by the directional motion drives, respectively supporting the movement of the body and 
ensuring the horizontal transfer of the foot to a new position, T is the force developed by the drive of the 
vertical movement of the foot. 

 
Figure 2 – Scheme for settlement 

1 – the body of the robot; 2 – the mover, which is interacting with the support surface; 3 – the transferable 
walking mover; 4 – the trajectory of the movement the foot of the walking mover 

Among the private indicators, the dimensionless level of heat losses in engines is considered 

ଵܫ ൌ
ଶ

ி
൫ߙ  ܳଶ݀ݐ

ఛ
  ߙ  ܲଶ݀ݐ

ఛ
  ߚ  ܶଶ݀ݐ

ఛ
 ൯,																																																 (2) 

dimensionless root-mean-square accelerations of the foot during the transfer of I2, I3 are also considered 
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where τ is the time of transfer of the foot, sec; L - step length, m; α, β - known engine characteristics. 
The task is to determine the laws of motion x (t) and y (t), which will ensure both the overcoming of 

obstacles and the unstressed interaction of the portable foot with the supporting surface, and the minimum of 
the complex quality criterion 

1 1 2 2 3 3I k I k I k I     (4) 

where k1, k2, k3 – subjectively introduced weight coefficients. 
Mathematical model 
The mathematical model is based on splitting the movement into two stages: 
 the first stage corresponds to raising the foot on the section to the obstacle 0 < t < 1: 
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ሺ0ሻݔ ൌ 0, ሶሺ0ሻݔ ൌ 0, ሺ0ሻݕ ൌ 0, ሶݕ ሺ0ሻ ൌ 0, 
(5) 

ሺτଵሻݔ ൌ ܵ, ሶሺτଵሻݔ ൌ ሶܵ, ሺτଵሻݕ ൌ ,ܪ ሶሺτଵሻݕ ൌ 0; 

 the second stage corresponds to lowering the foot in the area after the obstacle 0 < t <  – 1:  

ሺ0ሻݔ ൌ 0, ሶሺ0ሻݔ ൌ ሶܵ, ሺ0ሻݕ ൌ ,ܪ ሶݕ ሺ0ሻ ൌ 0, 
(6) 

ሺτݔ െ τଵሻ ൌ ܮ െ ܵ, ሶሺτݔ െ τଵሻ ൌ 0, ሺ߬ݕ െ τଵሻ ൌ ݄, ሶݕ ሺ	–	τଵሻ ൌ 0. 

At each stage, the Euler-Poisson equations [5] are compiled for the variational problem 

1

0 0

I d t d t
  

          (7) 

with integrand function 
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Then the Euler-Lagrange equations (9) are reduced to the form (10) 
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The solution at each of the j stages (j = 1, 2) has the form 
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where the constants 
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A characteristic feature of the obtained equations (10) and their solutions is independence from the 
subjectively introduced weight coefficients kj. 

When substituting (12) in (11), particular indices are determined 
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and complex criterion I at the subjective assignment of weights coefficients k1, k2, k3. 

Mathematical Model Analysis 
The developed mathematical model allows to conduct a fairly large range of research, to determine the 

influence of the external geometric characteristics of the support surface and the parameters characterizing the 
movement of the robot on the quality indicators. Indeed, setting the information and measuring system with 
the height of the obstacle H to be overcome and the lowering level h of the carried foot on the step length L 
characterizes the profile of the supporting surface, which affects on this quality indicators (13). Setting the 
total step time τ together with its length L determines the speed of the robot V, and also affects on indicators 

2

L
V 


  (14) 

The physicomechanical properties of the support surface in the model are taken into account by the 
resistance force F. As is known [6], for walking machines, the average resistance force is determined by the 
expression 

2
m ax

1 2

N
j

j

P
F

сL
    (15) 

where Pj max is the maximum normal reaction under the foot, c is the normal stiffness of the “foot-bearing 
surface” system, N is the number of propulsive devices. 

The nature of the movement of the portable foot also affects the quality indicators, which is estimated by 
the time τ1 and the horizontal speed of the foot at the moment it is above the obstacle. The parameters of the 
drive motors α, β, affecting the level of heat loss are also taken into account. These parameters are 
proportional to the active resistance of the windings for DC motors. In addition to the objective parameters, 
the indicators of motion quality of the robot are also affected by subjectively introduced weights coefficients 
k1, k2, k3 or the intrinsic properties of the robot's control system embedded in its software, which forms 
together with the information-measuring system the type and nature of movement [6]. 

The results of mathematical modeling 
Influence of the translational movement speed V of the walking robot "Ortonog" on the movement 

quality indicators 
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Figure 3 – Graphs of the dependence of heat loss (indicator I1)  

on the speed V at various forces of resistance F 
1 – at F = 500 N; 2 – at F = 1000 N; 3 – at F = 2000 N 

The translational motion of the walking robot “Ortonog” with parameters L = 0.91 m, m = 70 kg is 
considered. The robot moves along various horizontal deformable surfaces (h = 0) with different resistance 
forces F. At the same time, it overcomes an obstacle of height H located at a distance of S = 0.3L from the foot 
of the propulsor entering the transfer phase. The speed of the foot at the time (τ1 = βτ) of the passage of the 
obstacle Ṡ = γV. The total foot transfer time τ is determined in accordance with (14). 

The graphs (fig. 3) show the dependences of heat losses (I1) on the speed V for various resistance 
forces F. 

Analysis of the graphs (fig. 3) shows that the level of heat loss depends on the physicomechanical 
properties of the supporting surface. The lower the soil stiffness, the lower the rate of heat loss is achieved at a 
lower speed. Therefore, when driving on different soils, there are optimal speeds that correspond to this 
minimum level. 

Based on the above, it can be concluded that integral indicators have been formulated that characterize 
the quality of the laws of foot transfer in terms of the minimum of unproductive thermal losses in drive 
engines. 

A mathematical model has been developed that allows to conduct a fairly large set of research, to 
determine the effect of the physical and mechanical properties of the soil, the external geometric 
characteristics of the reference surface and the parameters characterizing the movement of the robot on the 
quality indicators. 

A method for determining the law of transfer of the foot of an orthogonal propulsion, which takes into 
account both the geometric and physical-mechanical properties of the environment, is also proposed. 

The influence of the speed of movement of the robot on the quality indicators has been defined, that 
allows for each bearing surface, characterized by its physicomechanical properties and geometrical 
parameters, to determine the optimal speed by a complex optimality criterion. 

The movement parameters of the walking robot "Ortonog" are determining at overcoming an obstacle to 
ensure the optimal value of the complex criterion. 

The dependences of the level of heat losses on the velocity of the center of mass of the body of the robot 
with different resistance forces has been received, a characteristic feature of which is the presence of modes 
that provide a minimum of thermal loss. 
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A task was set and an algorithm was proposed for selecting Pareto-optimal software modes for moving 
the propulsion foot from the current position to the new robot by control system during motion self-planning. 
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Abstract 
In article the control of the robot with three omni-wheels for creation of a specialized logistics system is 

studied. The feature of the elaborated robot is that he presents himself the platform in the form of a rectangular 
triangle. In work function of control is investigated and obvious formulas of the torques of forces, which need 
to be put to wheels for the movement along the given trajectory are given. Two special cases of the movement 
are considered: forward and the movement on a tangent to a trajectory in relation to the offered problem of 
logistics. 

Keywords: omni-wheels, triangular platform, omnidirectional movement, control of the omni-robot. 
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1. Introduction 
Many works are devoted to robots on three omni-wheels [1–5]. Platforms in the form of an equilateral 

triangle are generally studied. This work considers a rectangular triangle. In this case, the equations have more 
irregular shape. In work, the mathematical model of such robot is studied. In particular, the torques which 
need to be put to wheels for the movement along any curve are investigated. At the expense of omni-wheels 
along a trajectory, it is possible to move in the different ways. Here two cases will be considered. The first is a 
progress when the robot does not turn in the course of movement. The second is the movement on a tangent to 
the chosen curve when the robot turns according to curvature of a trajectory. Both cases realize logistic 
function based on the considered robots. 

2. Kinematics of the triangular omni-robot 
Let us analyze kinematics of the robot on three omni-wheels. Let the case be a rectangular triangle with 

the parties of a; b; c (for definiteness of c2 = a2 + b2) and wheels are located in its tops. Axes of wheels are 
directed along triangle medians (see an example to Fig. 1).  

 
Figure 1 – A triangle of a general type with three omni-wheels 
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The geometrical center of a triangle (i.e. a point of intersection of medians) we will designate O1, and the 
centers of wheels — A; B; C. Let us connect with the robot the system of coordinates O1xy so that the axis of 
O1x was parallel to the party of AB, as shown in Fig. 1. Thus, coordinates of the centers of wheels will be: 
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Axes of wheels with an axis of O1x make angles α1; α2; α3. It is supposed that positive angular 
velocities rotate wheels counterclockwise: 
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According to [6, 7] constraints are imposed on the device. 
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For the robot considered in this work 
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M-1 matrix is necessary for the solution of a direct problem of kinematics (i.e. calculations of velocities of 
the movement of the robot and of a trajectory on angular speeds of rotation of wheels). It in this task this 
matrix is as follows. 
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3. Dynamics of the triangular omni-robot  

Let us designate    1 2 3, , , , ,
TT

x yq q q q z v v  
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Kinetic energy (it is Lagrangian in this task) has the following appearance: 





3

1

222

2

1

2

1

2

1

i
ii qIImvT 

 



36 

where m – is the full mass of the device, v2 = vx2 +vy2, I – the full moment of inertia concerning a point of 
O1, Ii, i = 1; 2; 3 – moment of inertia of i-th wheel of rather corresponding axis of a wheel. 

We assume that wheels are identical each other therefore I1 = I2 = I3. 
Using Lagrange's equations with uncertain multipliers (see [8]); we will receive dynamics equations for 

this device: 
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For the free movement   0t 
 the first integrals are 1const   and 
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Let us notice that a matrix MM T
 is symmetric one and for given arrangement of wheels 

    02313  MMMM TT

. 

For the constant moments, let us investigate stationary movements. 
For constant angular speed, 0  the following condition is required 
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otherwise ϖ = ϖ (t). 
Let us rewrite dynamics equations: 
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where  
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u1; u2 – the record of the right parts of the equations of dynamics reduced for convenience (u1 and u2 – are 
constant). Stationary solutions: 
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4. Movement on a trajectory 
Thanks to a design of wheels, the robot can move along the set trajectory in various ways. Two the most 

interesting is a forward (translational) movement and the movement on a tangent to a curve. 
At first, we will consider the movement of the robot if he does not rotate around an axis O1z. Therefore, 

ϖ = 0. Let us assume that the center of the robot already is in a certain curve point and axis O1x makes some 
angle β with axis Oξ1. According to requirements of a task, angle β has to remain constant. Then 

1 2 1 2cos sin , sin cosx yv v            . 

In these expressions it is necessary to substitute the trajectory equation in a parametrical form. From (2) 
necessary moments for realization of this movement are obtained 

Now we will consider the movement of the robot along a curve provided that in each time an axis O1x is 
directed on a tangent to a trajectory. Then ϖ = kv, where k – path curvature. 

Let us assume that at the initial moment the robot already is located so that an axis O1x and a 
tangent to a trajectory coincide. Then 

2 2
1 2 1 2, ,x yv v k             . 

The moments for movements of this kind are also expressed from (2). 

5. Control 
To verify model and to consider the impact of possible slipping the prototype of the robot on three omni-

wheels with electric motors was created (see Fig. 2). 
Main goal of prototyping is synthesis of control for the movement along various trajectories and 

comparison of results with results of mathematical modeling. Use of omni-wheels simplifies the kinematic 
scheme of the apparatus because there is no need for difficult steering devices, at the same time there is a 
possibility of controlling of the curvilinear movement. Any arrangement of wheels allows to generalize the 
theory of robots of the omnidirectional movement. 

The hardware and program architecture of a control system of the mobile robot was developed based on 
the STM32F4 microcontroller. MATLAB Simulink was chosen as the environment of modeling and 
programming of a control system. For modeling of kinematics and dynamics of the robot the program 
complex "Universal Mechanism" was used The universal system of low-level control for electric motors with 
feedback on sensors for assessment of possible wheel slip and to sensors of angular speeds of wheels on the 
basis of Hall's effect was developed for the multipurpose mobile platform in the form of flowcharts for 
multidomain modeling and model design in MATLAB Simulink. For feedback for correction of positioning 
the onboard navigation, system is used. Navigation is carried out by means of beacons based on ultrasonic 
sensors of distance.  

6. Logistics system on basis of triangular robots 
For transportation of non-standard or heavy freights the basic robots described above have to unite in 

group. It is supposed that robots unite side to sides of the cases without gaps so that completely to cover a 
freight projection to the plane parallel to the transportation plane. Mathematically it is a problem of a covering 
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or the task of tiling (a task about parquets). In work, its solution for a problem of tiling of a projection of the 
transported freight is discussed. The connected robots keep in the connected state or by means of special 
control of their movement, or with electric locks on sides. Modeling and prototyping of a system is executed, 
results are effective and presented in the report. 

The idea of a system is shown below in Fig. 2 and fig. 3. Fig.2 – the triangular omni-robot, a view from 
the part of running wheels. Fig. 3 is a freight projection covering triangular robots; the additional robots not 
obligatory in a covering are highlighted with color. 

      
  Figure 2 – Prototype of the robot  Figure 3 – Example of transportation of bulky goods 

7. Conclusion 
In article the kinematics, dynamics and control of the triangular device on omni-wheels are described. 

The explicit formulas of the moments necessary for the movement along the set any curve are given in work. 
Testing of such control systems was carried out on a prototype. On the basis of the described robots the 
reconstructed logistics system intended for transportation of non-standard freights is designed. Modeling 
confirmed its efficiency. 
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Abstract 
The article considers the implementation of the interpretive navigation method using an information 

system based on a vision system. The interpretive navigation approach makes it possible to effectively solve 
problems in ensuring targeted movement of mobile robots which has received the abbreviated name of SLAM 
(simultaneous localization and mapping). Interpretive navigation excludes the collection and processing of 
large three-dimensional data arrays and enables the concentration of resources on identifying and processing 
features – landmarks in the environment. Combined with a wide range of unified modular software/hardware 
architecture of real-time vision systems, interpretive navigation makes it possible to provide the necessary 
information for mobile devices with a high autonomy and fully autonomous ones. The paper describes the 
solution of a navigation problem in various conditions when a robot moving into a room with known 
landmarks. 

Keywords: mobile robots navigation, interpretive navigation, vision systems, markers, landmarks. 
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Introduction 
The interpretive navigation method (IN) is being developed in the Keldysh Institute of Applied 

Mathematics RAS since 1970s. The essence of this method is that the position of a mobile robot on the ground 
is determined not in the Cartesian coordinate system (CCS), but on the basis of the descriptions of the 
environment in the language of the visible environmental features – landmarks and their changes during 
movement [1-5]. In this case, an analogue of the CCS quantitative model is a different, qualitative model 
called the information equivalence graph. In such description, the vertices of the graph correspond to 
connected areas of the terrain with the same informational and visual content – information equivalence areas 
(IEA), and the edges correspond to changes in these descriptions when going from one local area to another. 
In this case, the organization of a robot movement is based on a fixed set of recognition and movement 
actions. For ground and air robots, the most complete information support system forms the so-called 
“navigation cross”, including: global satellite system; conventional navigation system consisting of an inertial 
navigation, dead reckoning and landmarks adjustment system; interpretive (or quality) navigation and 
operator. The integrated use of all components of this cross provides a solution to the navigation problem in 
most practical cases but requires a variety of infrastructural and sensory support. Vision systems of different 
ranges represent the most complete and reliable information for identifying and determining the relative 
objects location in the environment and robot. IN offers one of the ways to implement the SLAM concept [6, 
7] – a common methodology for solving the two tasks: 1) providing environment knowledge (a map); 
2) determining a robot trajectory on this map. 

We focus our efforts on building an effective (in terms of price/quality ratio) unified modular hardware 
and software architecture of the vision system (VS) for solving a wide range of tasks of movements of 
vehicles with a high autonomy and fully autonomous ones in difficult operating conditions when it is not 
possible to use the whole variety of navigation tools. The article describes studies in which three types of VS 
modules (monocular, stereo and omnidirectional) are involved, solving navigation problems in a different 
formulation based on the method of interpretive navigation. A set of artificial markers is used as landmarks 
which makes it possible not to pay much attention to the issues of identifying and recognizing landmarks in 
the environment at this stage of research. We consider the directions of further work on studying the concept 
of interpretive navigation based on a unified modular VS. 

The architecture of an onboard vision system 
For mobile robots with an enhanced autonomy, we have developed a unified modular real-time software 

and hardware architecture of VS. The hardware part of the onboard VS architecture is formed by 
reconfigurable combinations (network) of a data registering units (DRU) and a processing and control units 
(PCU), and the software part – by a large-scale framework of real-time VS software [8-10]. Fig. 1a shows the 
general structural diagram of this framework, Fig. 1b shows the core frame structure of real-time VS software. 
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Algorithmic software 
The theoretical foundations of the IN are formed by the introduction of the mathematical structure – 

terrain [11, 12]. This space provides a good basis for the study of the information and motor behavior of 
mobile robots and distributed mobile systems. To solve applied problems, mathematical foundations allow 
optimizing the onboard knowledge/data base replenishing it as required with permissible volume portions, 
rationally composing and using various data acquisition modules to highlight/define reference points in the 
environment and process the collected data taking into account the existing knowledge. Analytically obtained 
ratios can optimize the algorithmic support of data collection and processing when solving specific problems. 
For ground and air robots, the most complete information support system forms the so-called “navigation 
cross”, including: global satellite system; conventional navigation system consisting of an inertial navigation 
system, dead reckoning and landmarks adjustment system; interpretive (or quality) navigation and operator. 
The complexing of all components of this cross provides a solution to the navigation problem in most 
practical cases but requires a variety of infrastructural and sensory support. Vision systems provide the most 
complete and reliable information about the identification and relative location of objects in the environment 
and the robot. 

 

 

 

 

(a) (b) 

Figure 1 – (a) The general diagram of real-time VS software. (b) The VS kernel structure 

One of the main requirements/trends in the creation of modern mobile robots with enhanced autonomy is 
the unification of their software. Software unification improves the reliability of operation, reduces the cost of 
creating robot options, increases the economic viability of use. The issues of algorithmic software 
implementation are one of the main directions of our research. As already mentioned, the basis for 
constructing the entire software of the information management system of the robot is the framework of the 
real-time VS software. In terms of knowledge representation, task formation and organization of information 
and movement actions – technologies for working with graphs. For the preparation of an onboard database 
and the generation/filling of tasks structure, well-known libraries and environments for working with graphs 
are used [13-17]. In the onboard control system, its information support uses a special implementation of the 
DBMS. It actively uses polymorphism, a technique known in object-oriented programming: the same 
mechanism is used both to represent the entire information equivalence graph (IEG) – the robot mission map, 
and to describe specific information equivalence areas (IEA) and individual landmarks (a set of related 
features). 

Examples of the implementation of navigation information support in various conditions 
The selection of landmarks in the environment is one of the key objectives of ensuring targeted 

movements. At the described stage of research, we simplified the task of identifying landmarks and used 
special tags – markers. We analyzed the known systems of markers [18-20] and decided to prepare our own 
set, reliable and able to make improvements. Fig. 2 shows a set of markers located for system adjustment and 
calibration. 

The proposed markers set was investigated from the point of view of the possibility of reliable 
recognition in laboratory conditions: providing observation from different distances and at different angles, 
subject to restrictions on the size of the markers themselves (ease of manufacture and the possibility of easy 
placement in the room). As a result of these studies, reliable recognition results were obtained: for a video 
camera with a field of view of 60 and a resolution of 2464 × 2056 pixels, the observation distance is 1.5-4 
meters, the angles of the main optical axis to the normal to the marker plane are ± 45; for an omnidirectional 
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camera with a field of view of 360 × 180 the resolution of 2592 × 1920 pixels, the observation distance is 
1.5-3m, angles are ±30. 

Using this marker set we investigated two modes of information support for targeted movements. First: 
to observe landmarks with known absolute coordinates, the trajectory of the moving robot is determined in a 
given coordinate system. To solve this problem, a VS with one field of view is used (monocular DRU with a 
viewing angle of about 60° or an omnidirectional one with a viewing angle of about 180°). Second: the 
absolute coordinates of the landmarks are unknown in advance. In this case, a VS with a stereo module is 
used. This allows us to determine the 3D coordinates of the landmarks in the coordinate system associated 
with the initial position of the robot. Further, the robot trajectory in the selected relative coordinate system is 
constructed similarly to the first mode using only one camera. When entering data on the initial position of the 
robot or specifying the absolute coordinates of three of the landmarks, it is possible to make an absolute 
binding of all landmarks and transfer the data to a traditional GIS. 

Figure 2 – A set of markers located on the walls of the room  
(on the left – the image in the left camera of the stereo module,  

on the right – in the omnidirectional module) 
 

 
 

 
Figure 3 – Laboratory rooms for experiments with a robot.  

Above – room with number 219, below – 220 

Fig. 3 shows a panorama of the laboratory rooms where the movement of the mobile robot equipped with 
the described VS took place. Fig. 4a shows an IEG describing a map of the building second-floor where the 
laboratory rooms are located. Fig. 4b presents a graph describing the IEA – the second of the laboratory 
rooms. 
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Figure 4 – (a) An example of an IEG for the area of a mobile robot functioning.  
(b) IEA graph for the description of laboratory room 220 

The sequence of processing visual data obtained from a single field of view (graph of the marker 
recognition). 

[Rings determination]: Contour selection (Canny operator) and their vector description.  Selecting 
curves (ellipses).  Selecting ellipses having a common center.  Selecting objects having from 2 to 6 
contours of ellipses having a common center.  Checking the relationship of the selected object ellipses 
sides.  If there is no general relationship, such an object is discarded.  

[Counting “spokes” – black sectors]: Only image areas within the selected boundaries of candidate 
objects are processed. The interior of the candidate object in the source frame is converted into a circle by the 
affine transformation in accordance with the ratio of the ellipse axes. The intensities of the pixels of this circle 
are summed in a one-dimensional array of length ܰ ൌ 128 in accordance with what angle is formed by the 
pixel radius vector relative to the center point with the horizontal (in gradations 2ߨ/ܰ).  

The resulting array is transformed by fast Fourier transform (FFT), and the number of sectors is located 
at the position of the maximum modulus point of the Fourier transformed array. 

This method contributes to a reliable recognition of tags of this type at angles between the plane of the 
marker and the normal to the line of sight on the center of this marker to 45°, as shown in the figure below. In 
this case, the imaging resolution, the distance to the tags and the size of the images must be such that the 
thickness of the black rings on the frame was at least 3 pixels. 

In parallel with the recognition of markers, angles between the plane of the marker and the normal to the 
line of sight at the center of this marker for each of them are determined in this algorithm. Fig. 5 shows a 
photo of markers in the field of view of a stereo module left camera with an indication of a certain angle 
between the plane of the marker and the normal to the line of sight at the center of this marker. 

 
Figure 5 – Angles between the plane of the marker and the normal to the line of sight  
at the center of this marker for recognized markers found in the recognition algorithm  

based on data obtained from one field of view of the forward-looking camera 
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Using the stereo module (base 0.56 m), the three-dimensional coordinates of each of the markers in the 
coordinate system associated with the left camera of the stereo system were found. This coordinate system 
was used to calculate the track shown in Fig. 6. The movement of the VS in this experiment was implemented 
by the manual movement, which determined the “bounce” in the trajectory. To get the track, only the left 
camera record was used. Marker recognition was performed on each frame. If, among the recognized markers, 
there were at least 4 markers with known 3D coordinates calculated by the stereo pair, the coordinates and 
angles determining the camera position for this frame were found by solving the inverse photogrammetric 
problem (PnP problem) [21, 22]. 

Figure 6 – The robot trajectory estimated by VS. On the left – in the projection on the laboratory  
room floor plane. On the right – in the 3D coordinate system.  

A laboratory room layout was used as a GIS map 

When solving the PnP problem, residual tolerance was set to 10 pixels. If the solution found for all 
markers did not fit into the tolerances, then one of the markers was discarded in the cycle of the markers 
recognized on the frame, and the problem was solved by the remaining markers. In the experiments, only one 
of the markers presented from 464 frames processed was incorrectly identified. 

Quantitative estimates – the frequency of obtaining navigation data using the laboratory model of the VS 
is as follows. The accuracy of determining the position of the mobile robot on which the VS modules are 
installed is ±1 cm (this accuracy was estimated using manual measurements of individual static VS positions 
with a laser distance meter), the frequency of data acquisition was 10 Hz (limited by the frame rate of high-
resolution video cameras with the GigE interface). At the described stage of research, optimization of the used 
implementations of algorithmic support was not performed. The above results were obtained after combining 
individual algorithms in the framework of the real-time VS software. 

Conclusion 
As the example of solving a model problem shows, the use of computer vision systems in combination 

with interpretive navigation approaches demonstrates good results. The interpretive navigation method 
provide the possibility of rational acquisition and processing of visual data and solving navigation problems 
by onboard computational tools in real time. The modular arrangement of a VS on the framework of the real-
time VS software achieves the unification of software tools, offers a basis for comparing and quantifying the 
algorithmic support of navigation tasks. Operational maneuvering in the selection of information support tools 
for specifically targeted movements allows generating reliable and economically feasible information support 
systems based on real-time VS software. 

More success can be expected when using this approach in the natural environment. Here, the 
algorithmic support for the selection of landmarks comes to prominence. Such studies are already being 
actively conducted, as well as by the authors of this paper. In the near future, the application of the method of 
interpretive navigation will be implemented for autonomous movements in the natural environment without 
adding special tags. 
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Abstract 
The existing 3D imaging methods using active systems are analyzed and the closest one using the pulse 

method is selected. On its basis, a new method is proposed, based on the use a CCD in the mode of ultra-small 
integration time. To test the performance of the proposed method, a model has been developed. 

Keywords: LIDAR, 3D imaging, multi-pulse active television system. 

Introduction 
Currently, the direction of active television systems to build 3D images of the object is being developed. 

They find their application in a variety of industries, such as design, construction, autonomous transport, and 
also space television. There are a large number of methods for constructing a full or partial 3D image of the 
object. These include systems using structured light, a mechanical scanning system, systems with a phase or 
pulse range measurement method. 

Each of the methods has its advantages and disadvantages, which determine possible areas of application. 
When implementing a specific method, it is necessary to take into account which system parameters are most 
significant and which have lower priority. The following characteristics can be distinguished that describe a 
system for constructing a 3D image: 

 spatial resolution; 
 depth resolution; 
 weight and size; 
 power consumption; 
 resistance to vibration and shock loads; 
 3D imaging frame rate; 
 maximum range. 

Pulse range determination system based on FLASH LIDAR 
To build a moving object 3D image, for example, in autonomous transport, the FLASH LIDAR system 

associated with the pulse method is most suitable. One of the implementations of such a system is given in [1]. 
From it, the following parameters should be highlighted: 

 CMOS sensor built on vertical avalanche photodiodes; 
 frame rate - 60 Hz; 
 spatial resolution - 688x384 pix; 
 IR laser with a peak power of 1.2 kW, 
 laser pulse width less than 50 ns; 
 laser pulse repetition rate 6 kHz; 
 depth resolution 10 cm; 
 working distances range to the object from 1 to 250 m. 
In this system, the laser emits pulse in a certain area of space in which the object is located, the reflected 

signal from the object is first fixed by the photodiode and the reflected signal is fixed on the photodetector of 
the television camera, it carries information about the distance to individual points of the object. The resulting 
frames are processed, then a 3D image of the object is restored based on them. 

The FLASH LIDAR system block diagram is shown in fig. 1. 
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Figure 1 – FLASH LIDAR system block diagram 

Multi-pulse active television CCD system with the image intensifier 
This solution has such advantages as: the absence of mechanical moving parts, small dimensions and 

high scanning speed in comparison with systems with mechanical scanning. The disadvantages include the 
low depth resolution associated with the duration of the emitted pulse, and the high power of the laser 
radiation. Nevertheless, this solution is the most promising for building 3D imaging system without scanning. 
In several NASA missions, systems with a maximum range of about 3000 meters were used [2–4]. They used 
specially designed photodetectors of resolution 128 × 128 pixels. 

In [5, 6], an original method was proposed for forming a 3D image using an active-pulse system. The 
difference of the proposed method from the classical active-pulse system is the use of multi-pulse illumination 
of the object. Due to this, it is possible to significantly increase the depth resolution to 10-50 mm [5], as well 
as to reduce the peak radiation power of the laser. In fig. 2 shows the principle of forming a 3D profile of an 
object by this method. 

 
Figure 2 – Principle of forming a 3D profile of an object by the method [5] 

In this method, for the realization of short integration time (10–200 ns), an image intensifier is used. One 
of the significant disadvantage of the image intensifier is the small resource of work and low resistance to 
light overloads. 

Multi-pulse active television CCD system in the mode of ultra-small integration time 
To get rid of the image intensifier, used in the previous method, line transfer CCD system that 

implements an ultra-small integration time is proposed. In the experimental studies described in [7], a 
minimum integration time of about 40 ns was obtained, which is comparable to the time of gating of an image 
intensifier. The results of [7] are shown in fig. 3. 

In [8], the idea [5, 6] of multi-pulse backlighting is used to increase the energy of the optical signal, and 
also CCD is used in the mode of ultra-small integration time (up to 200 ns). In this paper, the task was not to 
construct a 3D profile, but only to construct a gated television system for observing objects in nuddy 
environments — fog, haze, rain, and so on. In [8], the experimental studies results are presented, which 
indirectly confirms the correctness of the proposed method for constructing a system, based on CCD. 
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a 

 

b 

 

c 
Figure 3 – Images of the reflector taken when the reflected light pulse does not overlap  

with the integration interval – a, with full overlap – b with partial overlap – c;  
video signal waveform – upper, integration interval – medium, laser pulse – lower [7] 

Frame processing and the further depth map construction in this system is assumed to be similar to the 
method described in [5]. 

In fig. 4 shows the CCD control signals timing diagrams and the laser for the implementation of the 
proposed method. The moment the laser pulse starts is the start of time reference. The pulse repetition period 
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of the laser TL is constant and is determined by the particular laser technical parameters and the data 
generation required frequency. 

The laser pulse duration τL and the integration pulse τint doesn’t need to be equal. The cases when τL≪τint 
are considered in [4, 5]. In this implementation, it is proposed to use the option τint=τL, which allows to obtain 
a triangular shape of the resulting integration pulse. 

To register the reflected optical signal from each laser pulse, a separate integration pulse is formed. Time 
shift between pulses is determined as follows: 

_ூே்ݐ ൌ ௗݐ  ሺ݅ െ 1ሻ∆߬  ሺ݆ െ 1ሻ∆߬ி, (1) 

where td – main time delay between the laser pulse and the integration time pulse, determined by the distance 
to the object, ∆τ – step shift delay between the laser pulse and the integration time pulse in each pair of pulses, 
∆τF – shift of the time delay between the laser pulse and the integration time pulse in the second frame, i – 
laser pulse number, j – frame number. 

 
Figure 4 – CCD control signals timing diagrams and a laser for the 3D profile formation  

according to the method [5] 

The standard adjusting integration time method in CCD is the use of electronic shutter pulses during the 
reverse time on the line or frame. The minimum integration time for the vast majority of CCD television 
system is more than 5-8 μs. The complexity of the shorter integration time implementation is associated with 
different capacitive loading of vertical phases electrodes and electronic shutter. This leads to different rates of 
rise/fall of control pulses fronts. For example, vertical phase electrode capacitances V1 and the electronic gate 
electrode capacitances Vsub for KAI-01050 are 6 nF and 0.8 nF, respectively. In order to realize ultra-small 
integration time, it is necessary that integration time be determined only by electronic shutter pulse, since in 
this case it is possible to provide a steeper control pulse front. 

At the time when the optical signal reflected from the object is registered, it is necessary to form pulse 
sequence on vertical phase electrode V1 as shown in fig. 5. Pulses duration is usually about 1 μs. Pulse 
duration τsub must be greater than τV1. Moreover, electronic shutter pulse consists of three parts. The first pulse 
part (marked in light gray) is necessary to reset the charge integrated during the background frame from the 
photodiode, which is not informative. The second electronic shutter section (marked in dark gray) overlaps in 
time with charge transfer moment to the vertical register. CCD pixel architecture is organized in such a way 
that the electrons discharge into the substrate is first carried out, and in the second place the accumulated 
charge transfer into the vertical register. Second section duration is chosen so that the pulse V1 transition 
process is over. 
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Figure 5 – CCD control signals timing diagram for implementation of the proposed method 

During the third section of the Vsub, integrated charge reset is forbidden. At the same time, charge 
transfer to the vertical register has already been resolved. In this case, all electrons formed in the photodiode 
are transferred to the memory section in a vertical register. 

To receive the next laser pulse, only the third portion of Vsub is temporarily shifted, while all other 
temporal ratios are preserved. 

The described method of CCD control allowed realizing a short integration time (up to 40 ns) [7]. 

System model 
A new method of forming a 3D image is proposed to use, using the principle of multi-pulse backlighting 

[5, 6], but taking into account the use line transfer CCD in the mode of ultra-small integration time [7]. For 
this purpose, a model was developed consisting of television system based on a Sony ICX429ALL CCD 
sensor with a resolution of 752x582 pixels and a frame frequency of 50 Hz in interlace decomposition, as well 
as a SPL LL90_3 laser diode with a minimum pulse duration of 40 ns and a pulse repetition rate of 1 kHz. The 
appearance of the model is shown in Fig.6. 

 
Figure 6 – Television system model 

Laser control pulses and integration control pulses waveforms are shown in Fig. 7. In the figure, control 
pulses fronts are tightened and the shape is slightly different from rectangular, this is due to signal flow 
through the wires connecting camera and the laser driver (Fig. 7 (a)), which leads to a signals shape distortion 
that are so short. However, this disadvantage doesn’t affect the model functionality; in the future, this 
disadvantage will be eliminated by combining the system into a single structure. 
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The laser is controlled and synchronized using the FPGA installed in the camera, its performance is 
sufficient to ensure synchronous operation of camera and laser. Frames processing received using this system 
can be done in FPGA, and also in PC using a video capture card. 

a 

b 

Figure 7 – Laser control pulse from camera waveform – upper (a),  
laser pulse waveform – lower (a), integration pulse from camera waveform – upper (b),  

integration pulse at CCD input – lower (b) 
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Conclusion 
Existing methods of active television systems for building a three-dimensional image of the object are 

considered, a new method based on the use CCD in the mode of ultra-small integration time is proposed. An 
active system model is developed based on the proposed method, a Sony ICX429ALL IPSD is used as a 
photodetector, for which an integration time of 40 ns is realized, and the laser pulses is controlled with an 
accuracy of 10 ns. In the future, the model will be used to obtain practical results of the existing and new 
method. After the results are obtained, the two methods will be compared. 
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Abstract 
This study develops a new combined hybrid adhesion method with the operating surface for the wall-

climbing robot, based on a combination of passive magnetic and glue adhesion. To implement this method, a 
metal tape with an adhesive layer on one side is used. Experimental studies of the magnetic adhesion were 
performed to measure the holding force of the robot on a vertical surface. The proposed hybrid method allows 
the robot to move along vertical surfaces of various types. 

Keywords: wall-climbing robots, mobile robots, locomotion mechanisms, adhesion methods, magnetic 
adhesion, glue adhesion, hybrid adhesion methods. 
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Introduction 
There are lot of wall-climbing robots (WCR) prototypes, operating on various combinations of 

locomotion mechanisms and adhesion methods. Among the WCRs locomotion mechanisms, there are 
wheeled, tracked, walking, sliding frame, hybrid mechanisms that combine several of these types, as well as 
specific mechanisms that cannot be attributed to any of the listed groups [1–9]. Adhesion methods are based 
on friction forces, magnetic forces, air pressure, electrostatic adhesion, molecular forces, rheological 
properties of a fluids, and some combinations of these methods [1-5, 9-15]. The adhesion mechanisms that 
technically implement these methods can be active or passive, depending on whether energy is expended to 
create a holding force. However, for most WCRs, adhesion methods and locomotion mechanisms limit the 
possible types of operating surfaces. This paper proposes an alternative hybrid adhesion method for WCR to 
provide a more universal adhesion to various materials. 

1. The hybrid WCR principle of operation 
To ensure the greatest versatility of adhesion to surfaces of various types, it is convenient to use glue 

adhesion methods, the main disadvantage of which is contamination of the adhesive contact surface of the 
robot. A solution to this problem is a replaceable adhesive surface, and various types of adhesive tapes satisfy 
this requirement. However, the effective locomotion of the robot is difficult to realize, when using glue 
adhesion of the robot itself to the tape. In this paper, we consider a passive magnetic way of the WCR 
adhesion to the surface of the tape. 

The magnetic method implies the presence of a metal surface, the role of which in this case is the tape 
itself. The use of a tape from a thin metal sheet with an adhesive layer put on one of the sides makes it 
possible to ensure a simple mechanism for the adhesion of the WCR to the tape by placing passive magnets on 
the tracks. Thus, the basis of the magnetic-tape locomotion principle is based on two components: the 
interaction of the tape with the operating surface by means of the glue layer and the interaction of the tape 
with the robot platform by means of magnetic force. A general view of a WCR prototype is shown in Fig. 1.  

 
Figure 1 – 3D model the WCR 
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To ensure autonomous operation in the process of climbing in a surface, the robot sticks a magnetic tape 
on the surface in its front part. At the same time, the WCR is attached to the tape with utilizing permanent 
magnets located in the caterpillar tracks. The feed of the tape is carried out by a mechanism that spins the tape 
cassette, placing the initial section of the tape on the caterpillar. Interacting with the track magnets, the tape 
moves along a guide. The element at the end of the guide is separating the protective film of the tape’s glue 
layer. Then tape contacts with the surface of the wall by fixing itself on it with a glue layer. The rear track 
modules of the WCR prototype can make a full turn around the axis of attachment in the robot platform. This 
allows one to create additional force for gluing magnetic tape at the initial stage of robot’s movement. 

2. Experimental studies of the adhesion method 
There were three stages of experimental studies to determine the characteristics of the new adhesion 

method. At the first stage, the properties of passive magnets and magnetic tapes were investigated. At the 
second stage, the adhesion force of the platform to the surface was measured. At the third stage, studies of the 
WCR locomotion on a vertical surface were carried out. 

2.1 Adhesion properties of magnets and magnetic tapes 
Neodymium magnets in the form of a parallelepiped with dimensions of 20 × 5 × 5 mm and a mass of 

3.7 g each were used as magnetic elements. To compare the adhesion forces between the magnetic elements 
and the tape, studies were conducted on two types of tapes, the characteristics of which are listed in Table 1. 

Table 1. Characteristics of magnetic tapes 

Tape characteristics Tape 1 Tape 2 

Magnetic interaction layer material Magnetic vinyl Soft iron 

Material density, g/cm3 4.375 7.48 

Tape thickness, mm 1.5 0.4 

Tape width, mm 25.4 20 

 
In these experiments, the magnetic tape was glued to the surface, and several magnets were fixed on the 

frame which imitated robot’s platform. The magnets on the frames and the frames themselves on a magnetic 
tape were held by magnetic forces. A flexible element was attached to one of the magnets, to which the load 
was suspended. The maximum load mass at which the contact between the magnet and the tape was 
maintained determined the holding force. 

Schemes of experimental studies are shown in Fig. 2, and the results of the experiments in Table 2 and 
Fig. 3. In the experiments, the type of tape (according to Table 1), the type of frame (rigid (R) and flexible 
(F)), the number of magnetic elements in the frame and the point of force application varied.  

The holding force directly depends on the frame type on which the magnets are fixed. It can be explained 
by the interaction of the magnets with each other. When using a rigid frame, this interaction is minimal, since 
the magnets cannot change their position. When using a flexible frame, the magnets, interacting with each 
other, deform the frame. As a result, the contact area of the magnets with a tape decreases as does the holding 
force. It can also be concluded that the holding force is essentially dependent on where the load is applied. 

Thus, tape 2 is clearly superior to tape 1 by the holding force. In addition, tape 2 has a thickness 
significantly less than tape 2 (0.4 mm vs. 1.5 mm). Based on this, tape 2 was chosen for further testing. 
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Figure 2 – Schemes of experimental studies:  
1 - operating surface, 2 - glue layer, 3 - magnetic tape, 4 - magnets (№1 ... №5), F - force,  

a ... f - the designation of the experiment (see Table 2) 
 
 

 
Figure 3 – Dependence of adhesion force per one magnetic element, on the number of  

magnets in the frame and the point of force application for two types of tapes 
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Table 2. Results of experimental study of adhesion forces between magnetic elements and tapes 

№ 

 

The number of 
magnetic 
elements 

Tape 
type 

Frame type Point of force 
application 

Average holding 
force, N 

Force per 
element, N 

a 2 

1 F 2 1.51 0.76 

2 F 2 2.27 1.14 

2 R 2 3.31 1.66 

b 

3 

1 F 2 3.21 1.07 

2 F 2 4.63 1.54 

2 R 2 7.42 2.47 

c 

1 F 3 2.12 0.71 

2 F 3 2.73 0.91 

2 R 3 4.38 1.46 

d 

4 

1 F 3 3.70 0.93 

2 F 3 5.35 1.34 

2 R 3 8.69 2.17 

e 

1 F 4 2.41 0.60 

2 F 4 3.39 0.85 

2 R 4 6.94 1.74 

f 5 

1 F 3 4.65 0.93 

2 F 3 6.79 1.36 

2 R 3 9.14 1.83 

 

2.2 The adhesion of the platform to the operating surface 
Fig. 4 shows the layout of the locomotion mechanism. The body of the layout has dimensions 

175×150×50 mm. Elements that imitate the caterpillar tracks are 165×30×30 mm for the front track and 
115×30×30 mm for the rear one. These elements are fixed on the layout and can change their angle relative to 
it. On each of the parts of the layout, imitating the caterpillars of the robot, 8 neodymium magnets, which 
were used in the previous experiment, are fixed at 9 mm between the centers of the adjacent magnets. 
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a b 

Figure 4 – Scheme (a) and view (b) of the layout for the study of adhesive characteristics 

In the first experiment, the situation of fixing the robot on the ceiling was simulated and the actual value 
of the magnetic holding force for a robot in a horizontal position was determined (Fig. 5, a). The experiment 
involved all 32 magnets located on the layout. The load was placed inside of layout. Next, the layout was 
placed on a horizontal surface on which two strips of magnetic tape were placed with a width of 20 mm. The 
maximum holding force was determined by the maximum mass of the load. 

Then the measurement of the holding force was carried out when the layout was placed on a vertical 
wall. Cases with rubber lining and without, as well as the case without sticking imitators of rear tracks, were 
considered. Rubber linings were used to increase the holding force by increasing the friction between the 
contacting surfaces. The measurement results are shown in Table 3. 

Table 3. The results of measurements of the adhesion of the prototype corps 

Type of experiment 
Number of 

magnetic elements 
Average holding 

force, N 

On the ceiling (Fig. 5, a) 32 35.81 

On the wall (Fig. 5, b)  

Without rubber linings (Fig. 5, b) 32 24.82 

Rubber linings on the front "tracks" (Fig. 5, b) 32 46.35 

Rubber linings on the front and rear "tracks" (Fig. 5, b) 32 58.95 

Only front "tracks" with rubber linings (Fig. 5, c) 16 29.95 

 
The experimental results are shown that without the rubber linings on the magnets, a robot that has 

dimensional parameters like the layout can have a mass of not more than 2.5 kg to be held on a vertical 
surface. And when using rubber linings on magnets in case of contact with a vertical surface with only two 
front “tracks”, the robot can have a total mass of about 3 kg. 
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Figure 5 – Schemes of experiments on the study of the adhesion of the layout 

2.3 WCR locomotion 
The third series of experimental studies was carried out to test the WCR possibility of locomotion on 

vertical surface. In this case, a magnetic tape was pre-glued to a vertical surface, and the WCR prototype was 
placed on it before the start of the test. Movement of the WCR prototype was performed by tracked drives 
with four Maxon DC motors EC-max 22 283837 with a rated power of 12 W and planetary gearboxes GP 22 
C 143997. Fig. 6 shows the video frames of the experimental studies. Tests have shown that the average speed 
of the robot on a vertical surface, at which the contact of the WCR prototype with a magnetic tape was not 
lost, is approximately 2 cm/s. 

Conclusion 
A new adhesion method of wall-climbing robot with a vertical surface, based on a combination of 

passive magnetic adhesion with magnetic tape and tape with an operating surface due to the glue layer, is 
proposed. It is noteworthy that without a tape, the robot can be used on metal surfaces. The concept of 
constructing a locomotion mechanism and the design of a prototype platform for vertical movement have been 
developed. Experimental studies of the magnetic properties of the proposed locomotion mechanism has 
showed its efficiency. 
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Figure 6 – Video frames of the locomotion mechanism testing 

References 
 A survey of climbing robots: locomotion and adhesion / B. Chu, K. Jung, C.-S. Han, D. Hong // 1.

International Journal of Precision Engineering and Manufacturing. 2010. Vol. 11 (4).  P. 633-647. 
 Bisht R.S., Alexander S.J. Mobile robots for periodic maintenance and inspection of civil infrastructure: a 2.

review // Proceedings of the 1st International and 16th National Conference on Machines and Mechanisms 
(iNaCoMM 2013). Roorkee, India, 2013. P. 1050-1057. 

 Silva M.F., Machado J.A.T., Tar J.K. A survey of technologies for climbing robots adhesion to surfaces // 3.
Proceedings of the 6th International Conference on Computational Cybernetics (ICCC 2008). Stara Lesná, 
Slovakia, 2008. P. 127-132. 

 Schmidt D, Berns K. Climbing robots for maintenance and inspections of vertical structures - A survey of 4.
design aspects and technologies // Robotics and Autonomous Systems. 2013. Vol. 61 (12). P. 1288-1305. 

 Brusell A., Andrikopoulos G., Nikolakopoulos G. A survey on pneumatic wall-climbing robots for 5.
inspection // Proceedings of the 24th Mediterranean Conference on Control and Automation (MED). 
Athens, Greece, 2016. P. 220-225. 

 Series of multilinked caterpillar track-type climbing robots / G. Lee, H. Kim, K. Seo, J. Kim, M. Sitti, 6.
T.W. Seo // Journal of Field Robotics. 2016. Vol. 33 (6). P. 737-750. 

 Fu Y., Li Z., Wang S. A wheel-leg hybrid wall climbing robot with multi-surface locomotion ability // 7.
Proceedings of the IEEE International Conference on Mechatronics and Automation. Takamatsu, Japan, 
2008. P. 627-632. 

 Development of a wall-climbing robot with biped-wheel hybrid locomotion mechanism / W. Dong, H. 8.
Wang, Z. Li, Y. Jiang, J. Xiao // Proceedings of the IEEE/RSJ International Conference on Intelligent 
Robots and Systems (IROS 2013). Tokyo, Japan, 2013. P. 2333-2338. 

 Chan B., Balmforth N.J., Hosoi A.E. Building a better snail: lubrication and adhesive locomotion // 9.
Physics of Fluids. 2005. Vol. 17 (11). P. 113101. 

 Nansai S., Mohan R.E. A survey of wall climbing robots: recent advances and challenges // Robotics. 10.
2016. Vol. 5 (3). P. 5030014. 

 Wet adhesion inspired bionic climbing robot / B. He, Z. Wang, M. Li, K. Wang, R. Shen, S. Hu // 11.
IEEE/ASME Transactions on Mechatronics. 2014. Vol. 19 (1). P. 312-320. 

 Osswald M., Iida F. Design and control of a climbing robot based on hot melt adhesion // Robotics and 12.
Autonomous Systems. 2013. Vol. 61 (6). P. 616-625. 

 Wang L., Graber L., Iida F. Large-payload climbing in complex vertical environments using thermoplastic 13.
adhesive bonds // IEEE Transactions on Robotics. 2013. Vol. 29 (4). P. 863-874. 

 Wiltsie N., Lanzetta M., Iagnemma K. A controllably adhesive climbing robot using magnetorheological 14.
fluid // Proceedings of the IEEE International Conference on Technologies for Practical Robot 
Applications (TePRA). Woburn, USA, 2012, P. 91-96. 

 Koh K.H., Sreekumar M., Ponnambalam S.G. Hybrid electrostatic and elastomer adhesion mechanism for 15.
wall climbing robot // Mechatronics. 2016. Vol. 35. P. 122-135.  



59 

V.K. Abrosimov, V.V. Eliseev  

CURRENT STATE AND DEVELOPMENT POTENTIAL FOR THE NATIONAL  
AGRICULTURAL ROBOTICS 

Scientific and Technical Center “RoboPROB”, Ltd., Moscow, Russia 
avk787@yandex.ru  

Abstract 
The issues of making robots in the Russian Federation of various types and designation for the 

agriculture needs are reviewed. The primary focus is on agricultural robots intended for crop growing. The 
requirements for different types and areas of agricultural robots from different points of view expressed by 
agricultural producers are formulated. Along with traditional irrigation and differentiated fertilization, the 
priority tasks cover the following new tasks of robotic farming: soil sampling, weed destruction, plant diseases 
recognition, crops pests control, etc. The reasons for the gaps with the world trends in robotics development 
and precision farming are systematized. The necessity to improve intelligence of agricultural robot control 
systems with migration to autonomous modes of operation is justified. The main directions for research and 
technical innovations use to create domestic agricultural robots are determined. 

Keywords: robot, agriculture, intelligence, task, innovation, precision farming  

1. Modern challenges for agriculture in the Russian Federation  
Agriculture is an essential sector of economy in the Russian Federation. But Russian agricultural 

producers faced several major challenges in the last 10-15 years.  
The main political challenge is the need to ensure food security of the country. Except for the clear 

issues of domestic seed and genetic material and crop protection agents development, import substitution of 
agricultural machinery becomes a major issue. The percentage of Russian machinery used in the fields is 
extremely low. According to the figures provided in 2016, 52% of the tractors produced in Russia were 
assembled from the tractor units imported by the foreign brands. 

The global unresolved issue is the yield reduction. The yield is an extremely complex, essentially non-
linear and sometimes discontinuous function of soil agrophysics, fertilizers applied, weather conditions, and 
field history. The idea of natural fertility has been put into practice for a long time in the Russian Federation, 
resulted in significant land depletion. Therefore, the main economic challenge has been and remains to 
increase efficiency of agricultural production on depleted lands. 

The main technical challenge is the need to significantly reduce the share of manual labor in agriculture. 
Partially this issue is resolved in farm animal production, where many production processes can be and are 
already largely automated. But there is certain contradiction in respect to crop growing: it appears to be more 
profitable to pay for manual unskilled or even seasonal non-professional labor than to invest in agricultural 
machinery and equipment.  

These challenges to the agricultural sector in the Russian Federation, acting in an integrated manner, 
resulted in significant dependence of the agriculture on modern technological innovations and solutions. In the 
victorious reports issued by the Ministry of Agriculture of the Russian Federation “... Russian AIC is a 
successful sector feeding the country and conquering international markets ...”. However, this statement is 
poorly applicable to the use of modern information and communication technologies in this sector. Indeed, 
famous paradox of the ancient Greek philosopher Zeno says that the swift-footed Achilles will never catch up 
with the leisurely turtle. But “Achilles”, the bright representatives of which are the USA and Europe with 
actively developing technologies in precision farming, is not initially behind, but ahead of the Russian 
“turtle”, with its dream and wish to catch up and overtake “Achilles”, at least by 2035 (as resulted from the 
numerous concepts of agriculture digitalization and in general still primitive informatization of agricultural 
enterprises). The “turtle”, of course, applies different technical innovations left by Achilles on its way (GPS 
navigators, GIS systems, parallel driving technologies, etc.), but “Achilles” “... takes 100 steps forward but the 
turtle only ten ones.”  

The above listed challenges require both scientific and technical responsive operational decisions.  

2. Current situation in the field of agricultural robots 
Worldwide active development of robotics leads to intelligent robots penetration in such a historically 

conservative area as agriculture. According to Robotrends.ru portal, agriculture robotechnics is targeted at 
increasing efficiency and reducing the cost of agricultural production, improving the quality of monitoring and 
predicting plant growth, onset of plant diseases, pests detection, environmental load reduction and agricultural 
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production safety improvement. Making of intelligent agricultural robots can be an effective result for modern 
achievements use in technology trends such as digitalization, unmanned vehicles, the Internet of things, etc. 
According to some forecasts, the market of agricultural robots will exceed $ 25 billion by 2024. Agricultural 
robots production in the world is expected to increase tenfold in the coming years.  

The main areas of agricultural robotics include robotic tools for crop growing (sowing, irrigation, 
unmanned tractors, monitoring of agricultural lands using unmanned aerial vehicles, harvesting robots, robots 
for plant-protecting agents application, fertilizers, pest control, etc.) and robots to improve efficiency of farm 
animal production (primarily milking, cleaning), etc.  

The highest practical results were achieved in the field of farm animal production robotics on dairy and 
meat livestock farms. Milking robots, automated feeding systems, feed adjusters and movers, cleaners, 
automated poultry farms, etc. refer to well-known solutions. As a rule, such robots are electric-driven mobile 
autonomous trolley having standard programmed simple traffic routes. However, livestock robots also have 
problems: a robotic carousel cannot deal with “non-standard cows” (in Russia, with our high genetic variation 
of breeds at least 10% - 20% of animals refer to this category), some cows do not wish to join milking circle 
due to their psychotype, etc.  

In the field of crop growing, agricultural robots are entrusted with the tasks of drawing up digital field 
maps with the shape and boundaries determination, purposeful movement along specified or selected field 
routes without harm to the plants and soil, information receipt about field properties (heterogeneity, 
temperature, humidity, wind speed and direction), soil sampling, weed and pest control, dosed fertilizers 
application in real time and other tasks [1]. 

It shall be stressed on incommensurability of the pace of modern robotics development and improvement 
of farming technologies. Development of ground and airborne robots control systems and mathematical 
methods for information collection, processing and analysis anticipate classical and highly conservative 
processes development in agro-industrial production. Developers propose to introduce the following required 
for effective work in the fields, but so far, unfortunately, high-cost elements of robotics: advanced computer 
visual facilities, ultra-precise navigation, modern image recognition methods, special software, etc. 
Understanding of the term “big agricultural data” is being formed. The need to increase autonomy of 
agrotechnics operation in difficult field conditions and use of intelligent information processing and decision-
making methods is also recognized. But the views of even large Russian agricultural producers on the 
capabilities of modern agricultural robots are rather cautious. 

The study of foreign literature shows that required statistics is actively accumulated abroad and 
specialized software is developed. Foreign robots collect fruits one by one, persistently search for weeds, 
recognize them, trample, drive into the ground, cut off with mills, spoil weed leaves with laser, introduce 
herbicides exactly under the plant root, etc. [2, 3, etc.].  It shall be noted, however, that all of above listed is 
done with varying success and at the level of individual experiments.  

The so-called robot-oriented farming is becoming a completely new innovative direction. It means 
transition in agricultural production to crops that are easier processed by robots, including crop collection and 
storage. It requires special conditions for fields design, planting and growing, but at the same time it 
significantly simplifies robots making, since their most complex operations become simple and standard.  

In domestic literature, unfortunately, more general descriptions of the relevance of such tasks can be 
found, scattered in mass media, specialized scientific journals and numerous informational messages from 
Internet websites. However, statistics required for intelligent methods use to solve agricultural issues is 
usually unavailable, or such bases are only created. Currently, the share of national funds attributed to 
agricultural robots (understanding that the term itself is still interpreted in many ways) does not exceed 10% in 
Russia.  The rest of robotic tools, where they are available, are of foreign manufacture. The gap in domestic 
agricultural robotics with the world level is observed in many parameters: reliability, material intensity, power 
consumption, efficiency, speed and accuracy. For industrial robots developed to solve agricultural transport 
issues, the ratio of the payload weight (for example, portable elements) to the robot mass is very low. 
Especially, the gap is noticed in the element base of control systems and software.  

In the context of on-going political and economic anti-Russian sanctions, it is clear that it is not possible 
to rely on massive purchase of foreign machinery in the future, which is, moreover, accessible only to certain 
large agricultural holdings due to their prices. Therefore, over the next years (no later than 2025–2030), it is 
necessary to “reverse” the dangerous tendency of the Russian backwardness in the field of robotic devices 
making for the needs of agriculture. The most important component of the entire innovation work in the field 
of robotics referring to agriculture should be import substitution and orientation towards national agricultural 
robots making.  
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3. The main areas of concern for the national agricultural robots development 
A significant global trend in agriculture during the last decade is a precision (coordinate) farming [4]. 

The basis of scientific concept for precision farming lies in objective and proven by practice fact of substantial 
heterogeneities within one field. The latest technologies are used to assess and recognize such heterogeneities: 
global positioning systems (GPS,GLONASS, Galileo), special sensors, aerial photographs, satellite images, 
special programs for agricultural management based on geoinformation systems. The most important issues in 
precision farming include soil cover knowledge, inner-field variability of the plant’s habitat and targeted 
fertilizers application.  

However, the use of current technical facilities to solve the issues of precision farming is objectively 
limited. Modern solutions are aimed at working on large field areas. It is not possible to get rid of a lot of 
manual operations. Large tractors have a negative impact on the soil and require special operating conditions. 
Small agricultural aviation, for obvious reasons, is practically unavailable. Soil samples are taken mainly by 
hand. Field transmitters and sensors have high costs and cannot be placed in a variety of places needed. 
Diseases monitoring and pests search can be performed only by an agronomist being personally present on the 
site. But required efficiency in decision-making is extremely high; specific biology of many pests has not yet 
been studied. So, the rate of some pests development from eggs to caterpillars is no more than a week (for 
example, meadow moth). 

Technological achievements over the recent years in the areas of global positioning, machine vision, 
laser technology, mechatronics and unmanned vehicles allow to develop and implement a variety of 
specialized intelligent and robotic systems, and to promote intelligent technologies for agriculture. Analysts 
refer to them: a) Earth remote sensing satellites; b) unmanned ground transport robots; c) unmanned aerial 
vehicles (UAVs); d) field transmitters and sensors integrated into complex and interconnected networks. The 
main areas of concern in this area should be considered based on technical requirements for the agricultural 
robots, which, in turn, are still being formed to meet agrotechnical requirements for the quality of agricultural 
works, in particular, in terms of duration and quality of works, material consumption, acceptable losses in 
products, etc.  It shall be also stressed on invariance of the principle in obtaining maximum yield with high 
quality processes performed by the agricultural robots, increasing soil fertility and observing environmental 
requirements. 

It is clear that agricultural robots efficiency depends on many factors: power loading, movement speed 
through the fields, performance of attachable equipment, etc. A priori, it is clear that agricultural robots 
efficiency will exceed human efficiency working in the fields. The effect will depend both on seed cultures 
and on the agricultural robot functionality. In some examples (for example, soil sampling), it has already been 
shown that processes efficiency can be increased several times with a significant improvement in the quality 
of field works [5]. In some situations, due to agricultural robots capabilities implementation, even the entire 
business processes will fundamentally change; presumably this will refer to the plant diseases definition, 
agricultural pests search, etc., information support and automation of which are not currently started yet in the 
Russian Federation.  

An important component of efficiency factor is the movement speed between the given points of their 
route. When calculating the required speeds, it is advisable to consider the time from complete stop in 
working operations performance until the movement speed increase by the agricultural robot. As a rule, 
maximum movement speed up to 15-20 km/h is quite sufficient to solve the key tasks of precision farming. 
The time intervals between the stop and subsequent movement, based on the practice, shall be set within the 
range from a few seconds to 10-15 seconds.  

In terms of work quality performed, the agricultural robots are guaranteed to be out of competition, but 
only for those processes that comply with described patterns. The quality of agricultural works performed by 
agricultural robots depends on the quality indicators entered according to their individual functions.  In 
decision-making processes, agricultural robots perform a significant, but still supporting role.   

When making agricultural robots, it will be necessary to solve a number of technical issues associated 
with the work in the fields of relatively heavy unmanned vehicles, primarily on the issues of maneuverability 
and the effect of the running gear on the soil. Running gear compacts the soil, which negatively affects its 
fertility and crop yields. Currently, according to some standards, the impact of agricultural machines and 
vehicles on the soil is allowed no more than 45 kPa for the tracked vehicles and 110 kPa for the wheeled 
vehicles. It seems that the very figures will be laid in the relevant requirements. The issues of manoeuvrability 
are also associated with special conditions of agricultural robots operation. So, for tilled crops, the agricultural 
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robot manoeuvrability between the rows, which can be significantly different, is especially important. As a 
rule, inter-row spacing is 45, 60, 70, 90 cm, which suggests the possibility to create solutions close to 
universal for robot lorries.  

The main requirement for technical facilities is to ensure precision farming tasks solution, which directly 
relate to ground-based agricultural robots - high planning-altitude field accuracy with annual repeatability of 
results (in the plan - up to 1 cm and in height up to 5 cm). As a rule, to set requirements for positioning 
accuracy no worse than 10–20 cm is both reasonable and sufficient for solving basic tasks of precision 
farming. Currently, such characteristics are already achievable.  

An important and, in some cases, defining characteristic of agricultural robots efficiency is readiness to 
work in difficult weather conditions. Agricultural tasks are closely related to the natural features and regional 
factors, they often require high efficiency, resolution in different climatic conditions and during prolonged 
rains, fog, twilight, etc. It is advisable to lay down requirement for agricultural robots working capacity in 
difficult weather conditions with details (rain, mud, thaw, twilight, etc.), ideally in the format of 24*7*365. 
However, this requirement can sometimes significantly increase the cost of agricultural robot, since it will 
require from the developers to install more complex and expensive equipment, in particular video cameras. 
Here it shall be found mutually acceptable solutions; practical experience of the customers and relevance of 
agricultural robot ordering particularly for specific conditions and crops should be decisive.   

In the future, it is advisable to seek to the maximum autonomy of agricultural robots; but in the short 
term, one can hardly expect here essentially innovative solutions. The actions of agricultural robots will be 
controlled by the Operator trained according to the special programs. The relevant data transmission channel 
will be arranged for communication between the agricultural robot and the Operator. Now agricultural robot 
exchanges two types of data-information with the Operator in a significant extent (video data) and, if 
necessary, commands to perform actions. Obviously, these channels shall be designed as wireless and 
implemented on the basis of well-known wireless data standards. Gradually, the amount of data transmitted 
should be reduced to the level of individual major commands. 

The issue of “turnkey” precision farming is a promising direction. To do this, organization of agricultural 
robots control systems linking with other agricultural machines and so-called cyber-physical production 
systems of agro-industrial complexes, containing information for agricultural operations planning, routes and 
transport loading, crop yields, flow charts, data on resources, supplies, sales, and other information systems of 
agricultural enterprises is crucially important.  To implement above mentioned is possible in the future on the 
basis of service-oriented architectures [6], in which robot functionality will be described as a service with the 
relevant meta-information and interfaces for automatic access and control objects involvement. Preliminary 
analysis does not reveal any technically unsoluble problems here; moreover, both the volumes of the data 
transmitted and the frequency of the data exchange to solve the problem of such linking should not become 
significant.  

Separate requirements will be imposed for the information processing. Decision-making processes 
should and will involve both agricultural robots control systems and various mathematical models of 
agrocynosis. Therefore, the level of agricultural robot intelligence should be sufficiently high. Most of these 
problems should be solved directly on board of agricultural robot, which may require significant computation 
capacity.  But data processing in the Internet clouds can be also useful. Online interaction channels should not 
be wide. Therefore, perhaps the promising LoraWAN technology will be effective here.   

Summarizing requirements in terms of agricultural practice, the main technical requirements for the 
promising domestic agricultural robots shall be formulated. 

 To have computer vision system (parallel driving for standard tasks) for movement in difficult 
geophysical conditions, including over uneven ground.   

 To have wireless connection with the Operator; in the absence of communication, operate 
autonomously until communication is restored. 

 To form traffic route according to the task received and adjust it involving Operator (or independently 
in autonomous operation).   

 To implement the tasks in recognizing situations occurring in the habitat of the plants, assigning the 
situations to a certain class and preparing recommendations for the agronomist on the actions in this situation. 

 To have an ability to install a variety of attachable equipment for solving the issues of precision 
farming (differential fertilization, recognition of plant diseases, weed and pests control, etc.). 

 To have fuel reserve for no less than 6-8 hours of operation. 
 To have a significant time between failures - hundreds of hours.  
 To be easy maintainable.  
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 To be served with a minimum number of specialists with average qualification. 
The analysis of the technical requirements listed essentially determines the main directions for the 

national agricultural robotics making.   

4. Agricultural robot mental power   
It is assumed that the agricultural robot will function in the general information and communication 

environment of the agricultural enterprise. In this case, most functions of the agricultural robot will be 
associated with the statements and methods for the intellectual control tasks solving, which in the future 
should be solved in autonomous mode (the Operator is only entrusted with the tasks of agricultural robot 
functions control). 

The term “artificial intelligence”, being underdetermined, was used for various agricultural controlled 
objects in different senses. In some cases, it is associated with the term “intelligent”. As a result, it is difficult 
to understand what the control system for “intelligent attachable equipment”, tractor “with the elements of 
artificial intelligence” and other agricultural machines shall really be. The authors do not share the general 
euphoria about the multi-valued interpreted word “smart” attached to various agricultural terms (“smart” 
tractor, “smart” field, “smart” greenhouse, etc.). Obviously, this is deeply marketing and journalistic approach 
to promote some, often simply automated technologies, into the sphere of agriculture, which obscures the true 
essence of changes made. 

Indeed, in a general sense, the concept of “intelligence” means that the controlled objects are adaptable to 
the maximum extent to changes in external environment, equipped with existing high-performance 
communication, navigation and computer vision systems, have significant possibilities for manoeuvring in 
space and, most importantly, are independent in choosing behaviour strategies. In the medium term, one of the 
innovative agricultural robot functions will refer to independent Plan for Problem Solution development, 
described by the Customer in a general way and its implementation mainly offline. Above stated shall form 
intellectual component of the robot, which makes it possible to consider it as an intelligent agent for this 
purpose [7]. This means that agricultural robot shall possess the following properties: ability to adequately 
percept environment and rapidly respond to its change (reactivity), ability to both replenish databases and use 
them (awareness), ability to perform various tasks within its functionality (mobility), learnability, etc. These 
functions implementation is quite complicated and time consuming process. In this context, agricultural robots 
can be considered “intelligent” to the extent that they are able to display the above properties. The concept of 
the “control system with artificial intelligence” is more rigid, as it assumes other functions associated with 
modern achievements implementation in the field of artificial intelligence.   

Let`s consider possible methods application of the so-called “weak” artificial intelligence as referred to 
the agricultural robots making.  

Knowledge-based agricultural robot systems development 
Models and methods for knowledge presentation, extraction and structuring, and knowledge databases 

creation are developed in this area of artificial intelligence. The above is intended for solving unstructured or 
weakly structured problems.  

Knowledge necessary for effective agricultural robots operation is acquired from various sources: a) own 
technical facilities of the agricultural robot, which record situation in the environment accessible to its means 
of observation; b) information received from other agricultural robots and c) information from external 
sources. In this case, the tasks of farming, farm animal production, etc., which require robotics, despite of their 
numerous specific features, cannot be considered weakly structured, since the elements and links between 
them are quite easily observed.    

In this context, knowledge required by the agricultural robot to perform its tasks is advisable to 
accumulate within the framework of such a resource as “field situational awareness” [8]. In principle, this 
resource can and should be built as a distributed knowledge database, in which the output data of agrocenosis 
models, current data on the agricultural robot operation and data from information systems of agricultural 
enterprises will be logically related. As a result, a regularly updated and filled with all necessary information 
knowledge database with estimates of the likelihood / possibility of various typical and/or random events 
occurrence in the course of field works is built up.  The logical mechanism of successive development of the 
situations based on a set of events occurrence, situations recognition and algorithm for situation consequences 
on crop yields prediction, taking into account retrospectives for a given geographic region and agricultural 
crop, will be determined by the recommended procedure for actions in this situation. 

The class of intelligent knowledge-based systems includes expert systems. Signs of the artificial 
intelligence in the expert systems historically refer to the knowledge database with a set of rules for a certain 
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range of tasks and software and hardware tools that allow formulating recommendations for actions in the 
current Agrorobotics based on the data, which may become an effective technical element in the overall 
expertise process with a focus on correctness of decisions made, choice of crops, sequence of various 
technologies use, choice of time intervals for planning crops, irrigation, fertilizers application taking into 
account autopilots setting up, automated monitoring systems introduction, cloud services development for the 
field history, etc.  So, agricultural robots will contribute to the expert systems development for the agricultural 
enterprises through the information contribution to appropriate maps development, information accumulation 
and updating in the field of situational awareness and robotic processes implementation.    

Visual information processing by agricultural robots 
The tasks for images receipt, processing, analysis and synthesis are almost the main for agricultural 

robots. They are solved in computer vision systems when agricultural robot moves to the place of its work, in 
programs for weeds and plant diseases recognition, pests search, etc., based on the required video sequence, 
etc. As a result of processing, the original images are converted into another type data, for example, into the 
commands of agricultural robot control systems, attachable equipment sensors, etc.  

Agricultural robots training and self-training 
This actively developing area of artificial intelligence includes models, methods and algorithms 

development implementing automatic knowledge accumulation and generation using knowledge analysis and 
synthesis procedures. This area refers to the Data-mining, Knowledge Discovery in databases, etc.   

Automatic information accumulation can be organized for field situational awareness data. The use of 
Knowledge Discovery in situational awareness data will contribute to all necessary for robotic farming 
regularities generation. This possibility is based on the fundamental similarity of the situations on the field; 
and general signs of situations are usually the same for selected cultures and differ in clear details. As a new 
idea, it is possible to propose agrocinosis models development on the neural networks and presentation of the 
situations as neuron ensembles with common signs of situations as a “core” of the ensemble and external 
conditions affecting the situation as a “fringe” for the ensemble [9].   

Pattern recognition as a task for special agricultural robots systems. The tasks of patterns recognition 
directly include the tasks of plant diseases recognition, pests habitats and places of weeds growth search and 
recognition. Currently, this scientific direction is the most interesting in terms of intellectual methods 
application and the most undeveloped. It is required to develop intelligent autonomous weeding systems for 
weeds recognition and removal using very precisely controlled impacts, sets of multispectral images allowing 
you to quickly respond to changes in the state of crops, signs of deficiency recognition in the substances 
required (nitrogen, phosphorus), which shall be replenished in the form of fertilizers and others. Сonvolutional 
neural networks are considered to be very efficient mathematical tools. 

Separately, it is necessary to distinguish such direction of artificial intelligence as speech recognition. In 
principle, we seek autonomy of agricultural robots, but it is still too early to eliminate the controlling function 
of the Operator.  If the voice of the Operator can be converted into commands for the agricultural robot, such 
functions will be certainly in demand.  

Well-behaved applications in those areas of artificial intelligence associated with machine translation, 
development of natural language interfaces and new computer architectures in relation to agricultural robots in 
the future are not observed.  

Essentially, all the algorithms developed shall be programmed initially in the algorithmic language and 
then implemented in electronic boards of agricultural robot control systems in a programmatic manner. All 
tools for intelligent systems development can be used, including special programming languages, orientation 
to the symbolic information processing (LISP, SMALLTALK, REFAL), logic programming languages 
(PROLOG), knowledge representation languages (OPS5, KRL, FRL), software environment integrated, expert 
system shells, etc.  

So, the following can be recorded.  
If agricultural robot software has automated navigation and manoeuvring functions in the field space, 

routing when performing tasks, and a number of processes are partially automated (for example, automatic 
soil sampling by samplers, automatic differential fertilizer application which doses are calculated by man, 
etc.), and agricultural robot is equipped with a computer vision system, required for work in difficult 
conditions, high-performance communication systems and intelligent attachable equipment, then such 
controlled object can be considered as intelligent agricultural robot. 

If agricultural robot software has the functions of its own mission development for the general 
description of agricultural task, autonomous movement across the field with obstacles avoidance and high-
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precision navigation, processing in the on-line photo and video information format solving situation 
recognition issues (for example, plants diseases recognition with acceptable accuracy and weeds and plant 
pests detection), recommendations development for decision-making in a particular situation and 
consequences prediction caused by solutions taken, and agricultural robot learns the rules for working in the 
field in the course of its development and corrects them subject to its operation and responds to human voice 
commands, such controlled object can be considered as highly intelligent agricultural robot with the 
elements of “weak” artificial intelligence. 

5. Prospects for the national agricultural robotics development  
It can be predicted the following perspective.    
It shall be developed three main classes of agricultural robots in the Russian Federation.  
Class A. Large ground-based robots (weighing over 1 ton) based on unmanned tractors with parallel 

and self-driving technologies. Drivers-controllers will be provided at the initial stage in the tractor cabin to 
simplify the cost of large agricultural robot. Tractors will vary by subclass, most likely by total weight and 
functionality. The tractors will be equipped with self-driving systems and satellite positioning receivers, lidar-
based software and hardware computer vision systems, position correction modules considering relief, etc. 
The relevant attachable equipment will be installed on the tractor robots. This class of agricultural robots will 
be used primarily for agricultural works on large areas possibly preliminary prepared for efficient robotic 
farming. Such robots will have to implement robotic farming technologies. 

The efforts of developers will be focused on remote and autonomous agricultural robot control 
technology and master-slave or follow me technology. In practice, transition to such robots will be gradual, 
from “one driver - two tractors” principle and then telecontrol and autonomous tractors with self-driving 
function operating under a given program. 

At the time of this publication, it is known about three Russian conceptual solutions and about ten 
foreign solutions for this class of agricultural robots.  

Class B. Small ground-based robots (weighing up to 1 ton) based on robot lorries equipped with 
intelligent attachable equipment and specialized robotic manipulators to solve agricultural tasks, mainly 
precision farming. Such robots will be a remotely controlled by radio channel (semi-autonomous, 
autonomous) intelligent robotic on wheel or track platform. Computer vision system will be installed on the 
agricultural robot for safe movement and obstacles avoidance, with significant ranges in azimuth and angle of 
elevation. Optionally, such agricultural robots will be equipped with photo and video recording system to 
obtain photo and video images of the situations in the specified field areas (delivered and approaching to 
research site by manipulator). The platform has radio control antenna, attachable equipment for solving 
specific tasks and special type manipulator installed.  

In general, in medium term, a gradual transition from large, heavy and man-controlled agricultural 
machineries to a variety of small, light, inexpensive and specialized autonomous robots is predicted. This class 
of agricultural robots will be used primarily to solve precision farming issues, in particular, soil sampling, 
variable fertilization, weeds and pests control, etc. 

Class B. Small air agricultural robots based on Unmanned Aerial Vehicles of aircraft- or quadcopter-
type. As a rule, they will be equipped with high-resolution video and photo cameras with payload weight 
(video camera and multispectral camera) up to 5-10 kg. GPS or GLONASS 3G/4G modems will provide 
agricultural robot navigation. This class of agricultural robots will be used to solve monitoring issues (primary 
purpose), determine plant diseases and perform simple operations on the field.    

It can be assumed that for all types of robots the so-called “service” model of interaction with the 
Customer will become most effective, in which all functions of the robot will be presented as software-defined 
information and active services implemented by technical means. The task for agricultural robot will be 
generated through a special cloud service in a dialogue with the Customer, where it will be able to select any 
task from wide menu or formally describe the task. After task processing with resources availability checking, 
terms feasibility, etc., the Mission Plan will be agreed upon and operational flow charts will be drawn up for 
the respective types of field works, agricultural machineries and agricultural robots. Contrary to the modern 
type of charts, they will contain not only the working conditions and agrotechnical requirements for the 
operations performed, but also routes for agricultural robots movement through the fields, characteristics of 
robotic operations, etc. Agricultural robots will be controlled either by the Operator over the radio channel or 
(if communication is lost) autonomously according to the program stored in the robot pilot memory of the 
agricultural robot control system.  
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Agricultural robots will be an important element for field situational awareness replenishment and large 
agricultural data generation provided by agricultural enterprise. This data will be located in the Internet 
clouds. Agricultural robots servicing is likely to require sufficiently qualified specialists.  

Robot-oriented farming will lead to the new businesses that will be supported by specialized service 
companies. 

Conclusion  
Agricultural robots will be used in solving precision farming issues making a significant competitive 

advantage for the agricultural enterprises in the next 15-20 years. Currently, negative trend in national robotics 
gap with foreign developments, which are still at the stage of experimental and pilot projects, is being formed.  

Domestic developments from large agricultural machine engineers in the field of agricultural robotics are 
essentially oriented on innovations actively introduced abroad; the main one is a technology of automatic 
parallel driving.  

Special unmanned aerial vehicles are also among the promising agricultural robots. Although very useful 
but limited functionality will be developed on their basis, aimed mainly at solving informational but not 
production issues.    

Due to objective reasons, robotic farming technologies in the Russian Federation will be exotic for a 
long time.  

It is justified that there is a certain technical and methodological “niche” within which it is possible to 
obtain not only import substituting, but also export-oriented solutions. This “niche” includes:  a) in the 
methodological terms - development of the models for plant diseases recognition, pests and weeds detection 
aggregated with agrocytosis models and b) in the technical terms - making small agricultural robots with 
intelligent attachable equipment, including specialized manipulators for solving precision farming issues.  
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Abstract 
The problem of the occurrence and rapid suppression of unstable self-excited vibrations arising in the 

process of turning is considered. It is assumed that tool is connected with manipulator by an elastic 
suspension, which is used for force sensation. The tool moves evenly along the work surface with a given 
press ure on it. Pressing of the tool provides the necessary axial depth of cut. Uniform movement along the 
work surface provides the required tool feed. Unstable self-excited vibrations or chattering is a deterrent to 
increase productivity. In this paper we consider the possibility of promptly detecting the onset of unstable 
auto-oscillations from the amplitude spectrum of the sensor readings of the horizontal forces of interaction 
between the instrument and the working surface. The amplitude spectrum is obtained using the fast Fourier 
transform, which allows to determine the beginning of unstable processes in system. Timely change of the 
axial depth of cut allows to transfer the turning process into the stable zone. 

Keywords: robot; chattering; adaptive control; adaptive control; position-force control; math modeling 

Introduction 
Metal machining is one of the main methods of parts manufacturing in mechanical engineering. Due to 

the desire to expand the scope and increase productivity, optimization and intensification of the machining 
process are actual. The great diversity and complexity of physicomechanical processes, including 
thermodynamic processes in the tool-surface contact area, makes it necessary, in addition to the force 
sensation using the elastic tool suspension, to use various elements of artificial intelligence. This is necessary 
not only because of the complexity of the models, but also with a priori uncertainty in a wide range of modes 
of contact interaction.  

In practice the main limiting factor in improving machining performance is the possible loss of dynamic 
stability caused by tool vibrations. Vibrations cause tool breakdowns, premature wear of the cutting edges, 
reduced quality and precision of machining. In practice, to minimize the probability of system stability losing, 
the parameters of the machining mode are consciously underestimated, which naturally leads to performance 
degradation. 

According to the existing hypotheses [1], the cause of self-excited oscillations is the formation of a self-
sustaining oscillatory mechanism in the process of chip formation. The limited stiffness of the tool causes the 
relative movements of the tool and the workpiece caused by the interaction forces, which in turn can lead to 
the formation of a wavy cutting surface with each new cutter pass. In this case, the wavy surface left on the 
previous turn of the workpiece is removed during the next pass [2]. This mechanism leads to the formation of 
waves on both sides of the chip, the thickness of which depends on the phase shift between them. As a result, 
cutting forces can increase without limit. 

For turning process, Budak E. and Altintas Y. developed methods for determining the dynamic stability 
conditions of the system, allowing to relate the value of the axial depth of cut, feed and spindle speed, 
corresponding to a stable area. Further research by many authors has allowed us to develop a number of 
practical ways to reduce vibrations during milling. Today the most common ways of dealing with vibrations 
are offline (for example speed modulators). The developing of an adaptive control system for the turning 
process, which is capable to adjust the machining parameters in the online mode, remains actual. 

Many studies focuses is on the design features of CNC machines. This seriously limits the ability to 
quickly adjust the parameters of the machining in the online mode. From the point of view of the control 
system flexibility and the possibility of spatial processing of the arbitrary profile parts, the using of multi-axis 
robots with a tool installed in an elastic suspension is perspective. Elastic suspension provides a force 
sensation of the robot in at least three axes. This configuration allows to use the standard robot manipulator in 
the hybrid position-power control mode, in which robot moves taking into account the contact forces of 
interaction between the tool and the working surface. Installation the tool in an elastic suspension provides 
additional opportunities for organizing adaptation contours that can predict the possible loss of machining 
process stability and provide the necessary ratio of cutting parameters. 

In this paper, we investigate the possibility of the axial depth of cut automatic correction when signs of 
dynamic stability loss appear. In this case, the corresponding time moment is detected using the amplitude 
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spectrum of the horizontal cutting force. Amplitude spectrum is obtained using the fast Fourier transform 
(FFT). The results of computer simulation of the adaptation contour are presented. 

Mathematical model of regenerative self-excited vibrations 
The robot equipped with a cutter, in accordance with the technological task, moves at a certain speed 

along the workpiece with a given pressing to it. To ensure the required level of the tool to the surface force 
pressing, a position-force control algorithm [3] is built based on the formation of a corrected task for a regular 
positional control system of the robot based on the vertical force sensor readings feedback. The horizontal 
movement control of the robot is based on the positional control algorithm based on the velocity feedback and 
provides the required tool feed. Calculation model of the robot in contact mode is shown in Figure 1.  

 
Figure 1 – Calculation model of the robot  

In Figure 1, the following notation is introduced: ݉ – equivalent mass of robot arm; ݉௦ – equivalent 
mass of the tool; ܿ௦௫, ܿ௦௬– tool suspension stiffness; ݕ – robot arm vertical coordinate; ݕ௦ – tool vertical 
coordinate; ݔ – robot arm horizontal coordinate; ݔ௦– tool horizontal coordinate; ݕ௦ሺݔሻ – surface equation; ܴ௫, 
ܴ௬ – cutting forces acting on the tool from the machining surface. It is assumed that the coordinates of the 

robot and the tool take into account their structural dimensions. Task ݕௗ෪  is formed using the PID controller 
based on the vertical interaction force feedback ܨ௦௬ ൌ ܿ௦௬ሺݕ െ  .௦ሻݕ

In the contact mode the mathematical model of the sensible robot as a control object is 
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The chip thickness can be expressed as 

݄ሺݐሻ ൌ ݄ െ ൫ݕሺݐሻ െ ݐሺݕ െ ܶሻ൯, 
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where ݄ – constant component of chip thickness, which is equal to the feed per revolution, ݕሺݐሻ െ ݐሺݕ െ ܶሻ – 
dynamic component of chip thickness. Cutting force can be written as 

ܴ௬ ൌ ሻݐ݄ܽሺܭ ൌ ܽܭ ቀ݄ െ ൫ݕሺݐሻ െ ݐሺݕ െ ܶሻ൯ቁ 

where fK  - cutting constant in feed direction, a  - depth of cut. 

Analysis of the stability of the system [4, 5] allows to write the expression for the maximum depth of cut 

ܽкр ൌ െ
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ൌ
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݊
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where ܩሺ߱ሻ – the real part of the transfer function of the system from the cutting force to the tool coordinate; 
߱ – frequency of regenerative self-excited oscillations; ߳ – phase shift between external and internal 
modulation; ݊ – workpiece rotation speed; ܶ – rotation period of the workpiece. 

Thus, in the general case, the system of equations describing the milling process is a system of nonlinear 
differential equations with delay. Analysis of the system stability according to Altintas Y. allows us to build a 
stability lobe diagram in the space of the axial depth of cut and the spindle speed. In computer simulation of 
the milling process, the following parameter values were used: 
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N
mଶ ; 
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Fig. 2 shows the stability lobe diagram of the turning process. 

 
 

Figure 2 – Stability lobe diagram 

In Figure 2 point 1 corresponds to stable cutting and point 2 to unstable. Figures 3 and 4 present the time 
history of the tool coordinate, the vertical force sensor readings and its fast Fourier transform (FFT) for points 
1 and 2. 
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Figure 3 – Time history of the tool coordinate, the vertical force sensor readings and its FFT for point 1 

 
Figure 4 – Time history of the tool coordinate, the vertical force sensor  

readings and its FFT for point 2 

Adaptive stabilization of unstable self-excited vibrations by changing the axial depth of cut 
Significant for the stability of the turning process system parameter, which can be controlled using the 

position-force algorithm, is the depth of cut, which is strictly related to the vertical coordinate of the tool ݕ௦. 
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Based on the measurements of force sensors, in accordance with expert evaluation (EE), which includes data 
from the stability diagram, a modified task along the vertical coordinate is formed in the logic block. To 
predict the instability of the system, the FFT of the cutting force is used. At the moment of the beginning of 
the increase of the peak associated with the frequency of self-excited oscillations, the control system reduces 
the depth of cut. The block diagram of the control system is shown in Figure 5. 

 
Figure 5 – Block diagram of the control system 

Figure 6 shows the time histories of the tool coordinate and vertical force sensor readings for the system 
transition mode from an unstable (point 2 in Fig. 3) to a stable (point 1 in Fig. 3) state. 

 
Figure 6 – Time histories of the tool coordinate and vertical force sensor readings 
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The construction of additional adaptation contours allows to prevent the occurrence of undesirable 
regimes during mechanical processing. In terms of the use of robotic systems in mass production, the task of 
intellectualizing adaptation contours with the help of trained artificial neural networks is an urgent task. [6]. 
The block diagram of the adaptive control system is shown in Figure 7. 

Figure 7 – Block diagram of the adaptive control system 

Conclusion 
The introduction of such systems allows large batches to seriously reduce the scrap rate and increase 

productivity. Artificial neural network (ANN) in terms of the vibration state of the system [7], receiving with 
the help of force sensors, outstanding commands to change the technological parameters that affect the 
accuracy and performance of the turning process. If any signs of loss of stability or unsatisfactory quality of 
machining occur, the adaptation contour adjusts the task for the position-force control system, which provides 
the new required machining parameters.  

References 
Siddhpura M., Paurobally R. A review of chatter vibration research in turning // International Journal of1.
Machine Tools and Manufacture. 2012. Vol. 61. P. 27-47.
Filippov A.V., Rubtsov V.E., Tarasov S.Yu., Podgornykh O. A., Shamarin N. N. Detecting transition to2.
chatter mode in peakless tool turning by monitoring vibration and acoustic emission signals // The
International Journal of Advanced Manufacturing Technology. 2018. Vol. 95. P. 157-169.
Burdakov S.F., Shagniyev O.B. Modeli mekhaniki v zadache upravleniya silovym vzaimodeystviyem3.
robota s poverkhnostyu neopredelennogo profilya [Mechanics models in the control problem of the force
interaction between a robot and a free-formed surface]// Nauchno-tekhnicheskiye vedomosti SPbGPU.
Informatika. Telekommunikatsii. Upravleniye. 2015. Iss. 4. P. 68-79.
Budak E. Maximizing Chatter Free Material Removal Rate in Milling through Optimal Selection of Axial4.
and Radial Depth of Cut Pairs// CIRP Annals – Manufacturing Technology. 2005. Vol. 54. Iss. 1. P. 353 –
356. 
Altintas Y. Metal cutting mechanics, machine tool vibrations, and CNC design. 2nd-ed. Cambridge5.
University press. 2012. 382 p.
Chuangwen X., Jianming D., Yuzhen C., Huaiyuan L., Zhicheng S., Jing X. The relationships between6.
cutting parameters, tool wear, cutting force and vibration// Advances in Mechanical Engineering. 2018.
Vol. 10(1). P. 1–14.
Lamraoui1 M., Barakat M., Thomas M., El Badaoui M. Chatter detection in milling machines by neural7.
network classification and feature selection// Journal of Vibration and Control. 2015. Vol. 21(7). P. 1251–
1266. 



73 

V.P. Andreev, V.L. Kim 

MODULAR ARCHITECTURE OF A MOBILE ROBOT TRANSPORT PLATFORM 
FOR A MOTION TASK ON A ROUGH TERRAIN 

MSTU "STANKIN", IINET RSUH, Moscow, Russia 
andreevvipa@yandex.ru, top7733@gmail.com 

Abstract 
This paper deals with a design of a mobile robot transport platform with modular architecture build as 

distributed system. The necessity of transport module’s structure decomposition into submodules is due to 
computational complexity of navigation tasks in case of a mobile robot motion in nondeterministic 
environments. It is shown that solving of a trajectory tasks using potential fields for motion on perfectly even 
surface is possible when computational control process is distributed between two microcontrollers of small 
computational power. The transition to consideration of scenarios in which modular robot operates in an 
environment with complex terrain causes the complication of navigation algorithms. To implement these 
algorithms in real time, it is proposed to consider the transport module as a modular architecture which should 
include unified nodes-submodules. A set of these submodules will allow rapid reconfiguration of a transport 
module structure in accordance with the desired goal.  

Keywords: mobile robot, modular architecture, reconfigurable robots, distributed computing systems, 
computer network, trajectory tracking. 
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Introduction 

The successful completion of the majority of mobile robot’s (MR) practical tasks requires from an 
onboard computer execution of a great number of mathematical computations with significant amount of data. 
The computational load is quite large even when a mobile robots act in conditions of well-developed urban 
infrastructure, office and laboratory buildings. The complexity of algorithms for supervisory or autonomous 
navigation increases even more in environments where human presence is prohibited due to health or life risk.   

In significant part of known works mobile robot motion planning is considered only on flat surfaces that 
can be found not very often even in office compartments. An autonomous motion on uneven terrain requires 
different algorithms for path planning and tracking with integration of more sensors. This leads to significant 
increasing of mobile robot’s onboard computer computational load.  

The distributed structure of modular robot with full-featured modules 
A distribution of computational load may be performed by robot structure decomposition onto unified 

full-featured modules [1-2]. The research was supported by the RFBR: Grant 16-07-00811а. According to the 
proposed concept every module is functionally independent and solves strictly defined set of tasks. The full-
featured modules united into one robotic system must interact between each other using special protocol [3] 
that standardizes modules command system, transmission data format, message priority etc. These modules 
are responsible only for particular functions so they require less computational resources compared with a 
whole robot. This is a key advantage of a modular architecture along with reconfiguration possibility and 
rapid development of new robotic devices.  

Nevertheless some of the robot modules must perform significant amount of work despite present 
function distribution between mobile robot nodes. For example the transport module is responsible for 
navigation in environment, obstacle avoidance, path following and low-level control of the actuators. The 
transport module performs all these tasks in cooperation with a sensor module that in turn is in charge of 
systematization of the data obtained from an environment (mapping, obstacle shape determination, etc.).  

Realization of the transport module motion algorithm using potential fields method 
The algorithm of motion along splines with use of potential fields was proposed for the transport 

module [4]. This algorithm allows the modular mobile robot with differential drive to move smoothly along 
splines. 

The proposed algorithm is a particular case of navigation task – trajectory tracking, the only difference is 
that robot trajectory is defined implicitly. The motion of the modular robot along spline like trajectories (B-
splines) was achieved using a set of control points on the plane and potential fields linked with them. 
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The algorithm was implemented on the modular mobile robot laboratory prototype (fig. 1). The transport 
module is a wheeled platform with a differential drive. The control system hardware consists of two parts: 
high level and low level units. The module is also divided physically in two parts. At the core of the high level 
unit the microcontroller board Arduino Due is situated, at the core of the low level unit we use Arduino Mega 
2560. Two geared DC motors with Hall effect sensors are used as electric drives, voltage regulation is 
performed by motor drivers L298N. 

 
Figure 1 – Modular mobile robot laboratory prototype: 1 – the power module,  

2 – the transport module high level part, 3 – the transport module low level part 

Arduino Due is a system main controller and it’s responsible for proposed motion algorithm calculation. 
Arduino Due is a microcontroller board based on AT91SAM3X8E ARM Cortex-M3 CPU (32-bit ARM core) 
with 84 MHz clock. According to algorithm Arduino Due computes desired linear V  and angular   robot 
velocities that are reference-input signals for Arduino Mega board. Arduino Mega performs low-level control: 
actuators control, encoder data processing and odometry. The board converts linear and angular velocities 
from Arduino Due to desired angular velocities of module’s wheels. The wheels speed control was performed 
using integer PID controller with filtration and anti-windup technique [5]. 

Two boards communicate via I2C bus (fig. 2). The choice of I2C bus is conditioned by the next reasons: 
simplicity of electrical connection, high transmission speed for desirable traffic volume and integrated 
software libraries for programs. 

 
Figure 2 – Scheme of interaction of high and low levels boards of the transport  

module control system hardware part 

Working frequency of internal electrical drive control loop is 100 Hz. Working frequency of external 
closed-loop control system with robot position feedback is also 100 Hz (it’s a I2C bus transmission 
frequency). This frequency is enough for mobile robot motion with maximum linear velocity 0.5 m/s.  

The utilization of two microcontroller boards is due to situation that proposed algorithm could not be 
implemented on the single board (Arduino Mega 2560) even with a low velocity of the robot (less than 
0.3 m/s). At the same time it was planned that every full-featured module must be based on a low performance 
microcontroller [6]. The proposed design could not be implemented because of several main reasons: 

 low computing speed of the board especially when evaluating floating point numbers; 



75 

 necessity for simultaneous solving of a large number of tasks: low-level control of actuators, 
odometry, motion algorithm calculating; 

 the motion algorithm is quite demanding of a module controller: almost all evaluations include 
operations with trigonometric functions, also the potential fields described by two-dimensional Gaussian 
functions (computation of exponents). 

Note that a computational load of the module onboard computer is large even such important parts of 
navigation task are absent: path planning (control points evaluation), obstacle avoidance, sensory data 
fusion etc. 

Distribution of the tasks between two boards connected via I2C bus allowed to successfully perform 
experiments using proposed motion method.  

In all experiments path of the modular mobile robot was compared with B-splines which control points 
are coincident with algorithm control points. 

Experiment 1. In the first experiment an open uniform second order B-spline with control points (0, 0), 
(0, 0.75), (1.5, 0.75) and (1.5, 0) was set (all values in meters). The vector of knots is 

 0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1u  . Figure 3 shows the next curves: 

 
Figure 3 – B-spline and robot trajectories with control points  

(0, 0), (0, 0.75), (1.5, 0.75) and (1.5, 0) 

The maximum deviation of the robot from target curve (B-spline) is not exceed 0.069 m (69 mm with a 
total path length 2.69 m) moreover it occurs at the initial moment of motion, when the robot start to approach 
to desired trajectory defined by potential fields. 

The robot deviation from goal position (1.5, 0) is about 0.02 meters along X  axis and -0.055 meters 
along Y  axis; position error is amount to 0.058 meters (58 mm). From the plot on the fig. 3 one can see that 
this error is a maximum deviation of a practically measured position from a position obtained using odometry.     

Figure 4 shows linear and angular velocities of the mobile robot during the motion. 

 
Figure 4 – Robot linear and angular velocities during the motion along the spline  

with control points (0, 0), (0, 0.75), (1.5, 0.75) and (1.5, 0) 
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From the plot on the fig. 4 it is apparent that in steady-state control points tracking by the robot angular 
velocity doesn’t exceed 0.59 rad/s and linear velocity doesn’t exceed 0.15 m/s. One can see the smooth change 
of velocities except that initial moment (robot switch on by the tumbler). This result corresponds to computer 
simulations [4]. 

Experiment 2. In the second experiment an open uniform second-order B-spline with control points 
(0, 0), (0.5, 0.75), (1.5, 0.75) and (1.5, 0.75) was set; other B-spline parameters stayed the same. Figure 5 
shows the B-spline and robot trajectory obtained using odometry.  

 
Figure 5 – B-spline and robot trajectory with control points  

(0, 0), (0.5, 0.75), (1.5, 0.75) and (1.5, 0.75) 

The maximum deviation of the robot from desired B-spline doesn’t exceed 0.065 m (65 mm with total 
path length 2.31 m). At the initial moment there is a position error (about 0.064 m) when the robot motion 
settling on the spline.  

Figure 6 shows mobile robot linear and angular velocities during the motion.  

 
Figure 6 – Robot linear and angular velocities during the motion along the spline with  

control points (0, 0), (0.5, 0.75), (1.5, 0.75) and (1.5, 0.75) 

As in previous case velocities change smoothly; moreover as it seen from plot when the angular velocity 
increases the linear velocity decreases i.e. robot slows down on turns and accelerates on straight paths. Linear 
velocity changes slightly and doesn’t exceed 0.16 m/s. The maximum angular velocity is 0.73 rad/s. 

The results of performed experiments show efficiency of proposed motion algorithm of the mobile robot 
using potential fields. The motion trajectories match provided B-splines but some position errors are present 
which is due to the following main reasons: 

1) an odometry inaccuracy resulting from position error accumulation during robot motion; 
2) no functional relation between algorithm parameters (for example Gaussian function width) and 

geometrical parameters of B-spline (spline degree for example); 
3) absence of robot dynamics estimation in the proposed algorithm. 
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The further transport module functional possibilities enhancement will lead to addition of new algorithms 
in the high level unit control system. Moreover robot motion was considered on a perfectly even surface. It is 
expected that the transport module must allow robot movement not only in environments with level floor but 
on surfaces with different properties and complex terrain. 

In accordance to increasing computational needs of onboard computers mobile robots can be designed 
based on three most commonly used schemes [7]: 

1. Fully centralized control system – one central processor fully responsible for robot’s behavior, 
reading sensors, processing data, low-level actuators control etc. 

2. Distributed hardware (mechatronics) and centralized control (partially distributed control system) 
– system is designed using central embedded processor and microcontrollers which regulate actuators and 
process data of a robot sensors.  

3. Distributed hardware (mechatronics) and distributed control (fully distributed control system) – 
system is based on microcontrollers in such a way that central processor is not needed (but it can be set up 
optionally).  

The advantage of the fully centralized control system is a simple hardware and software design because 
there is no need in a setup of communication between distinct nodes (all communication goes through a CPU). 
But with a number of sensors and actuators increasing this topology becomes not quite appropriate for several 
reasons [8]: 

1) a common bus may be overloaded with big data flows which in turn causes robot reaction delay to 
external stimuli; 

2) an addition of new devices to the system may be difficult because all signal and electrical cables have 
to be wired through the whole robot construction; 

3) the number of devices that can be connected to the central processor is limited to the number of I/O 
ports (for example limited PWM channels for motors control). 

The main disadvantage of centralized systems is their reliance on a one processor; a system scalability is 
bounded and reconfiguration possibility is missing. 

Distributed systems have next advantages: 
1) a computational load is distributed between all system nodes which allow to increase robotic device 

processing speed while performing complex tasks; 
2) a possibility of new devices addition – more expandability of the system; 
3) a possibility of a robot reconfiguration. 
The main disadvantage – a distributed system is generally less reliable because include large number of 

microcontrollers; regulation of information interaction between these microcontrollers gives rise to a second 
problem – choice of communication medium (bus), message format, command system, etc., which ensure all 
robot nodes working in real-time. 

According to the concerned concept mobile robot has distributed modular architecture with full-featured 
nodes. But as was described above the transport module solves many tasks which require performing a large 
number of math operations especially when robot motion is considered on a rough terrain. As a consequence 
the transport module itself must be built as a modular architecture with distributed nodes – submodules.  

The transport module distributed architecture for motion on a rough terrain 
The distributed architecture of the transport module is based on the classical hierarchical structure of an 

intelligent mobile robots control systems (fig. 7) proposed by Popov [9]. The basis of the structure consists of 
four levels: intellectual, strategic, tactical and executive.  

The intelligent level in the transport module is not considered, since it is assumed that the module-
supervisor of the mobile robot is responsible for it [1]. All other levels can be represented by submodules 
with limited functions.  

The main property of the original concept – full functionality of the device is transferred to submodules, 
i.e. each submodule may not have complete information about the structure of other submodules, except for 
the most common parameters and properties.  

This architecture should allow distributing the computational load of different functional significance 
between submodules, especially in cases where the number of actuators and sensors may increase or their type 
may change. This may be true for mobile robots off-road type. In addition, it is possible to combine 
submodules, which provides reconfigurability of the transport module. 

The structure of the distributed architecture of the transport module is shown in fig. 8. 
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Figure 7 – The classical hierarchical structure of an intelligent  

mobile robots control systems  

 
 

Figure 8 – The distributed architecture of the mobile robot’s transport module 

In this hierarchical structure the interaction of the transport module with the other full-featured nodes of 
the robot takes place on the bus network at the second level of the hierarchy (CAN, Ethernet, USB, etc.). It is 
assumed that this interaction can be carried out in a “soft” real-time (the sampling rate of the modules is not 
less than 10 Hz, but in general is determined by the required speed of the robot itself). 

The transport module structure is based on three main types of submodules: 
1) the motherboard submodule that responsible for control and setup of other submodules, 
2) the actuator submodule (fig. 8 shows partial case – submodule for DC control) that control attached 

electromotor, 
3) the general sensor submodule which can be connected to a variety of distance sensors, gyroscopes, 

accelerometers, etc. 
The presence of a generalized sensor submodule in the transport module is optional; it can be used in 

situations where the sensor module (at the top level of the hierarchy) is not present in the mobile robot and 
there is a risk of collision with unexpected obstacles. 
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Figure 8 also shows the power module that provides power to all connected devices. The power module 
is not a part of the transport module and is considered as a more specific node of the system, since it 
communicates with the modules (the second level of the hierarchy), but provides power supply to submodules. 
So in fig. 8 the power module is schematically shown at the lower level – the submodule level. 

The interaction between all submodules must be performed in a “hard” real-time (the sampling rate is not 
less than 100 Hz) on a bus network at the first level of the hierarchy (CAN, I2C). 

Let's take a closer look at the structure of submodules. 

The submodules of the modular robots transport platforms 
The motherboard – is a computing unit corresponding to strategic and tactical levels of control. The 

main functions of submodule are determined by user which programs device based on known set of desired 
platform functions. In a general case the motherboard may be responsible for: 

1) path planning from current to goal position assigned by a module-supervisor (top level of the 
hierarchy); 

2) calculation of a platform linear and angular velocities according to a planned path; 
3) getting data about robot real position and its comparison with goal position; 
4) getting data about emergency situations and planning further actions in case of their occurrence; 
5) determination of the feasibility of the task set by the module-supervisor; 
6) calculation of the path taken by the robot since the beginning of the task. 
Besides of mentioned functions the motherboard performs a task of a mediator (bridge) between 

developer’s PC and other submodules. This is necessary for these submodules setup: setting PID controller 
coefficients of actuator submodule if needed, setting filtration and interpolation parameters for sensor, etc. 

The submodule should include a microcontroller (for example, the STM32 family) or a single-board 
computer, hardware interface connectors, an electronic "harness", a controller for communication, if 
necessary, a power supply regulator.  

The actuator submodule – is an electronic device (controller) designed to control various electric 
motors: brushed and brushless DC motors, stepper motors, servomotors. In the transport module the actuators 
actually regulate various locomotors mounted on motors shafts: wheels, legs, tracks, etc. 

The main submodule functions: 
1) motor’s shaft speed control (if speed control), 
2) motor’s shaft position control (if position control), 
3) actuator locomotor position determination with respect to platform coordinate system, 
4) calculation of the path taken by locomotor. 
Also in certain cases some additional functions may be required: 
1) fixing the fact of a wheel (leg) slipping when moving; 
2) determination of a force and torque vectors applied at the contact point of a link with ground. 
The submodule should include the following components: 
 microcontroller, 
 motor driver (H-bridge for example), 
 electronic “harness”, 
 hardware interface connectors, 
 power supply regulator, 
 communication controller. 
According to the proposed concept actuator submodules depending on a controlled electromotor type 

may be of three main kinds: 
1) for a brushed DC motor control (DC controller), 
2) for a brushless DC motor control (BLDC controller). 
3) for a stepper motor control (Stepper controller), 
4) for a servomotor control (Servo controller). 
Each of these types should also vary depending on the maximum permissible power of the electromotor 

to be connected. 
It’s supposed that a actuator submodule should not be mechanically connected with a certain motor 

which it controls because even in a one mobile robot motors with different size and design may be used. 
The general sensor submodule – is an electronic device designed for attaching of different sensors, 

mainly range finders and inertial measuring devices (gyroscopes, accelerometers). It’s supposed that 
submodule must be compliant with the most common typical sensors. 
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The main submodule functions: 
1) collecting data from connected sensors, 
2) sensor data processing (interpolation, filtration etc.), 
3) sensor data representation in a form defined by a intermodule communication protocol used in the 

system. 
The submodule should include the following components: 
 microcontroller, 
 electronic “harness”, 
 hardware interface connectors, 
 connectors for sensors attaching, 
 power supply regulator, 
 communication controller. 
An important feature of the general sensor submodule is the ability to connect to it different models of 

sensors of the same type, for example, ultrasonic rangefinders. The principle of operation of ultrasonic 
rangefinders is the same in different models; differ only technical parameters that determine the further 
processing of sensor readings (linear interpolation coefficients, filter parameters, etc.). It is assumed that the 
user must configure the submodule before installation: select the model of the connected sensor, the 
interpolation method, filtering, etc.; this configuration should be done using the motherboard submodule that 
connects to the user's computer. 

Figure 9 shows the computer models of the submodules considered above. Each submodule is a complete 
electronic device to which different controlled peripherals (motors, sensors, buttons, etc.) must be connected. 
All submodules are equipped with connectors for connection to the CAN network (various network topology 
options are possible). 

 
Figure 9 – Computer models of submodules: DC controller,  

general sensor submodule and the motherboard 

Most of the different versions of the transport module require the motherboard and the general sensor 
submodule, as well as a several actuator submodules, a number of which depends on a number of controlled 
links of the mobile platform. 

Figure 10 shows the block diagram of the architecture of a four-wheel transport module, which consists 
of four actuator submodules, that control geared DC motors, the motherboard submodule and the general 
sensor submodule.  

When the robot moves on an uneven surface, the task of following a given trajectory can be set. Then 
one needs to know the information about the distances traveled by each wheel - 1 2, ,S S  etc. The motherboard 
can fusion data collected from actuator submodules. If additional sensors are present the actuator submodule 
must determine its wheel position. 
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Figure 10 – The transport module architecture for motion on a rough terrain 

Depending on the specific application for which the transport module is assembled, the chassis design 
and the suspension mechanism will vary, but the hardware of the control system (submodules) must remain 
unchanged. The use of submodules should ensure the reconfigurability of the transport module: instead of 
wheels, one can use walking mechanisms, then the composition of submodules will not change, but their 
number may increase and the overall algorithm may change. At the moment, the following laboratory 
prototypes of modules and submodules are made: DC controller, the motherboard and the power module. 
Figure 11 shows the photos of the manufactured devices. 

   
Figure 11 – From left to right: DC controller (35 V and 4 A maximum),  
the power module (voltage: 10 – 16.8 V, current 5 A), the motherboard 

Conclusion 
The considered approach to the design of a full-featured transport module as a distributed system 

consisting of independent computing nodes (submodules) should provide a solution to the problems of 
navigation of a mobile robot in an environment with complex terrain. This can be achieved by separating 
functions between submodules belonging to different levels of the hierarchy, which is based on the classical 
structure of intelligent robot control systems. It is shown that the transport module can be represented by three 
main submodules corresponding to the levels of the hierarchical structure of the mobile robots control 
systems. On the laboratory model of the transport module, the structure of the control system which currently 
contains only two levels, was demonstrated the efficiency of the algorithm for motion along splines using 
potential fields. It is assumed that the expansion of the transport module architecture should ensure the 
movement of the mobile robot along a given trajectory on a complex terrain.  
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Future work 
The further task of the study is to determine a sufficient set of unified submodules, their manufacture and 

testing of the protocol of intermodule interaction. It is necessary to conduct experiments with modules and 
submodules to study the possibility of using the hierarchical topology of the transport module control system 
in the navigation tasks of mobile robots in an environment with complex terrain.  
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Abstract 
The features of mobile modular robots with a pyramidal (multi-level) structure of information-measuring 

and control system (IMCS) from the point of view of inter-module network inter-level and intra-level 
interaction are considered. The modular architecture allows for rapid reconfiguration of robotic systems. The 
use of hierarchical topology for the construction of IMCS robot, when each module and submodule has its 
own IMCS with a separate computer, allows one to increase the performance of the system by distributing the 
computational load between the computing devices of the modules. The implementation of distributed 
computing in a multiprocessor system with a hierarchical topology imposes a number of restrictions on the 
organization of intermodule information interaction. Based on the analysis of logical intermodule connections 
and evaluation of possible information flows in a system with distributed computing, the requirements for 
both the types of networks themselves and their topology are formulated. In the context of these requirements, 
the existing networks and protocols of information exchange are evaluated, their brief description is given. 

Keywords: modular robot, mobile robot, network technologies, informational interaction, 
reconfiguration. 
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Introduction 
The expansion of the use of mobile robots (MR), which is currently observed, leads to an increase in the 

algorithmic complexity of the processes of controlling the functioning of robotic systems (RTS). This problem 
can be solved using high performance computers in the information-measuring and control system (IMCS) of 
RTS, which is known to be not always possible. Another way is to create a RTS with a modular 
architecture [1], in which each module is equipped with its own IMCS, built on the basis of a low-
performance systems – embedded computing devices (microcontrollers and microcomputers). Then the 
implementation of the computational process of system-wide control and decision-making RTS is solved on 
the basis of distributed computing methods performed on a set of processors. 

The second problem is the need for reconfigurable RTS. This is due to the obvious need to use MR 
where human stay is fraught with danger to their health or life, for example, for work in extreme conditions of 
the Arctic and Antarctic, space and in solving the problems of the Ministry of emergency situations. In these 
conditions assembly of robots of necessary functionality shall be carried out on the place of the carried-out 
works and during them. Therefore, the assembly process should be simplified as much as possible, and the 
reconfiguration or scaling of the RTS should be performed in the "plug and play" mode, which is associated 
with the need to organize the automatic configuration of the IMCS. As shown in [2], and this problem is 
solved by creating robots with modular architecture of IMCS. 

On the basis of the principle of full functionality [3] it is proposed to consider the structure of the MR 
control system (in the minimum version) as a synergetic union of full-featured modules (Fig.1): transport 
module – TM, power module – PM, sensor system consisting of short-range module – SRSM and long-range 
module – LRSM, active interaction modules with the external environment – EIM (manipulators, grippers, 
etc.) and intelligent control module – ICM. In this structure, each module is responsible for only one function 
of the robotic system. The principle of full functionality of modules is formulated as follows: each robot 
module should be able to perform its goal function in any convenient way, using only its own means to execute 
commands from an external control system.  

Research carried out within the framework of RFBR grant 16-07-00811a "Development of functional-
modular principle of construction of hardware and software of intelligent mobile robotic systems" [3] showed 
that the two-level hierarchy of the modular architecture (see Fig. 1) is unable to provide real-time control 
process on embedded computing devices, because functional modules IMCS algorithms are quite complex. 
The amount of information processed in modules is still large, and the computing power of embedded systems 
is not always sufficient to provide real-time performance. Especially expensive is the process of processing 
and integration of sensory information and decision-making at the level of intelligent system-wide control 
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module. As the complexity of the tasks to be solved by MR both in stand-alone and in supervisory mode 
grow, so the algorithms of the IIUS modules will become more complex, and the use of microcomputers with 
greater performance will still lead to limited functionality of the module. 

A number of experiments conducted with the transport module showed the possibility of further 
development of the MR modular architecture in division the full-featured modules into submodules and 
creating a multi-level hierarchical (pyramidal) network topology of IMCS, which ensures the use of embedded 
computing systems at each level of the hierarchy [5]. 

1. Multi-level subordination modules and submodules 
Within the framework of the given concept, it is supposed to introduce a multi-level subordination of 

modules and submodules so that the resulting system is (a) implemented on embedded devices and (b) the 
computational load overall robot control is distributed among a variety of different computers. Let us consider 
this approach on the examples of the main functional modules of MR (see Fig. 1): function blocks of the 
transport module [6], the short-range and long-range sensor module [7], and the power module. The proposed 
schemes of the modules are shown in fig. 2, 3 and 4. At least 3 levels of interaction and subordination can be 
distinguished in the modules.  

 
Figure 1 – Functional-modular architecture of information-measuring and  

control system of the mobile robot 

 0th (zeroth) level of interaction (and corresponding “networks” of zeroth level, see fig. 2-4): 
 primary analysis of sensors data, filtering and conversion to structural representation of 
information; 
 creating closed-loop drives and other control systems. 

 1st level of interaction (and corresponding First Level Network, see fig. 2,3) – level of full-functional 
submodules. The following is implemented here: 

 secondary data analysis, aggregation of readings from several submodules; 
 development and distribution of tactical tasks for this module as a whole. 

 2nd level of interaction (and corresponding Second Level Network, see. fig. 2-4) – level of full-
functional modules: 

 tertiary data analysis, aggregation of data from same and different types of modules; 
 development and distribution of strategic tasks for the robot as a whole. 

It is assumed that the interaction of modules with an external supervisor will also occur at the 2 level of 
interaction. 
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Another, specialized method of interaction is also possible – through the power line. Since it is assumed 
(see [5]) that all modules will be powered from one shared power line, it is possible to create a 
communication system between all modules and submodules included in the robot. However, it should be 
borne in mind that such a communication channel will have low bandwidth. 

As one can see in figures 2-4, each of the modules and submodules is, in fact, a specialized border 
router, which converts network traffic from a higher level to network traffic from a lower level, except when 
all modules and submodules are connected to one common bus. Also, figure 4 shows the case when the 
network of the 2nd level interacts with the networks of the 0-th level, i.e. the 1st level "collapses" inside one 
submodule, and the submodule of the generalized control of the power supply performs the tasks of two levels 
at once, which will require separation in time.  

This concept is complicated by the multiplicity of possible technical solutions. In principle, there are no 
universal solutions for zeroth level networks – each actuator or sensor has its own unique ways of connection 
and control. Many sensors and actuators can be grouped together, and the ways they interact at the 0-th level 
of the network are the details of the implementation of each specific module and should not be important in 
the organization of intermodule interaction. 

First and Second Level Networks are also a part of the implementation of each module, but they 
generally need to interact with each other, as well as with all possible modules according to general principles, 
and obey the same set of commands. This is only possible if these networks are standardized. 

 
 

 
 

Figure 2 – Transport module’s structure [6] 
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Figure 3 – Sensor module’s structure 

 
 

Figure 4 – Power module’s structure 
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2. The use of frameworks and standard libraries 
Existing libraries and frameworks offered by different researchers in [8-11] do not allow dynamic 

reconfiguration. Of particular interest is the approach implemented in the framework of EmsBoT [12], which 
proposes the creation of an abstraction layer over the real-time OS. This layer would allow the same 
interaction between different networks, providing the same software interface for communication via CAN, 
Ethernet, USB and other networks, using the same software code and a set of tools for creating agents. 
Unfortunately, the implementation of this approach presented in the article does not imply dynamic 
reconfiguration. 

From this point of view, we consider the previous work – specification 1/PIMI [13] (Protocol of 
intermodule interaction) and the method of information interaction for distributed control systems in robots 
with modular architecture [14]. In these works, the structure of the modular robot IMCS is used, shown in 
Fig. 1. The following was assumed: 

 All modules of one type within one robot are available in a single instance and fully perform their own 
functional purpose. 

 All properties of the module and its functional characteristics are given in its meta-information. 
The current approach – a modular robot with a hierarchical IMCS topology – is that any type of module 

can be represented in multiple instances, each of which can consist of several functional submodules. In this 
case, each of the submodules can be further divided into smaller, possibly incomplete functionally blocks – 
specific sensors and actuators (drives).  

Due to the fact that changing the structure of a modular robot changes different characteristics (mass, 
moment of inertia, etc.), it is necessary to rebuild and adjust the control system of modules and submodules of 
robots. Therefore, for the correct operation of the mechanisms for automatic reconfiguration of modules and 
submodules at all levels, it is necessary to automatically update the knowledge of modules about the relative 
location of modules and submodules, their size, weight, etc. Therefore, First and Second Level Networks need 
to provide information about the topology of the modules – information on where exactly a module is attached 
to or detached from. 

The previous specification [13] referred only to Ethernet. This network has shown its not the highest 
efficiency in terms of module size and complexity of implementation of all levels of abstraction for protocols 
using TCP/IP stack. This means that further development of the specification needs to be carried out taking 
into account old and new requirements and limitations. Since the existing communication networks, which are 
used in various modular robots, differ in physical methods of data transmission and protocols, it is necessary 
to use the formalism of the OSI model [15] to compare the protocol stacks of communication networks. 

1. A communication network must provide data transmission at a speed sufficient for the modules and, 
where necessary, ensure deterministic delivery of messages. 

2. A communication network must not have an explicit master node for the data transmission, i.e., a 
communication network must ensure the creation of horizontal links. 

3. A communication network must be able to provide the node with information about the topology of 
the connection of other nodes in the network. 

4. If one selects multiple networks for one layer, there must be one defined way to convert message of 
one network type to message of another network type. 

5. Standard connectors for network communications, if they are specified by the physical layer of 
standard of a network, must be as small as possible. 

6. As many levels of communication network as possible must be implemented at the hardware level in 
embedded systems. 

7. For most embedded devices, there must be a library (or multiple libraries) to work with a 
communication network. 

8. The physical and/or link layer of the communication network must be noise-proof and/or have error 
detection and correction mechanisms for transmitting information at distances specific to the modules. 

It should be noted that requirements 2 and 3, in fact, contradict each other. Therefore, any choice of 
network will be a compromise between the ability to create horizontal links and obtain information about the 
topology and connection points of the nodes. This list of requirements may not be complete, and some items 
may not be required. The solution of this problem requires further both theoretical and practical research. 

3. Existing communication networks 
At the moment, many robots with modular architecture have been created: homogeneous [16-19] and 

heterogeneous [20-23]. They use many different types of networks. Each type of network can be implemented 
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in different topologies and include only a part of the standard model levels. To assess the applicability of each 
network, we estimate the volume of messages between the modules and the frequency of their transmission 
for the worst case. A special mathematical representation is often used for such estimates – network calculus, 
which is based on min-plus algebra.  

In network calculus, all network nodes are represented as black boxes with multiple inputs and outputs. 
Each input is characterized by the so-called arrival function (arrival curve), and each output – departure 
function (departure curve). Both of these functions characterize the total amount of information received or 
sent by a particular host. Some of the networks are more amenable to such formalism than others. For 
example, when using networks with priority of delivery such as CAN, must make extra efforts to analyze 
traffic due to the fact that the message with higher priority to interrupt the transmission of a message with 
lower priority [24]. To evaluate the performance of the network as a whole, you must first evaluate the 
parameters of the arrival curves for each transmitter in each module and submodule. Let us use the Heaviside 
function (1) to set the step curve (2), which is the arrival curve for the submodule transmitter (PM), where 

smf  , Hz, is the frequency, a smV  , bytes, is the payload volume of the transmitted messages. 
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Let’s evaluate these parameters for various modules and submodules: 
1. For transport module (see fig. 2): 

a) For drive submodules: 100smf Hz , new speed set point 4smV bytes , передача readings 

on the current speed and position of the output shaft 8smV bytes . There can be several such 

submodules. 
b) For collision elimination sensors submodules: 100smf Hz , sensors can be two kinds: (1) 

bumper with touch sensors 1smV byte , (2) non-contact distance sensor 4smV byte . There can be 

several such submodules. 
c) For the motion control submodule: 100smf Hz , the submodule is given the desired linear 

and angular velocities 8smV bytes , the actual position of the module relative to a certain coordinate 

system 4*6 24smV bytes  . 

2. For sensor module (see fig. 3): 
a) For a dynamic search obstacles submodule: ~ 1smf Hz , this submodule can transmit the 

segmented view of environment in either of n  line segments in the plane 16smV n bytes  or n  line 

segments in space 16 6 48smV n byten s    . There can be several such submodules. 

b) For sensory information processing submodule: ~ 1smf Hz , this sub-module processes signals 

from various sensors and generates the average estimate of the distance 8smV bytes .  

3. For power module (see fig. 4): 
a) For the generalized power management submodule: ~ 1smf Hz , this submodule periodically 

publishes information about the current state of the battery, the maximum load current, etc 
11. ..4.4smV bytes . 

In the above data, all frequency parameters smf  depend on the speed of the robot. For other modules, the 

pattern will be approximately the same. Actuating modules, such as transport module, manipulator module or 
process module (capture module), have high frequencies of interaction inside the module with small sizes of 
transmitted messages. Sensor modules or data processor modules, on the other hand, have a much lower 
frequency of message transmission, which is compensated by the large volume of these messages. A separate 
case is the power module – on the one hand, this module should not very often publish sensor readings, and on 
the other hand – should quickly convey a message about the need to start a safe shutdown to all modules. 
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Thus, it is important that messages in the communication network are transmitted with the least overhead 
(overhead), and that all packets have a roughly equal chance of being transmitted despite their size, i.e. that 
long packets do not occupy the common bus for too long. 

It can also be noted that different topologies may be preferred for different module types. Topology "bus" 
is preferable to the modules of the actuators, especially if they are the creation of horizontal linkages. The star 
topology is preferable in the case of sensor modules, as it allows data to be transmitted directly to the 
supervisor. The definition of requirements for the use of certain topologies for different types of networks will 
be formulated in further research. 

4. Conclusion 
In the future, it is necessary to perform a detailed analysis (within the indicated problems) of such 

networks as I2C, SPI, RS-232, RS-485, CAN, USB, Ethernet, EtherCAT. It is necessary to create a new, 
universal specification for the method of intermodule interaction, which could work with any coding method 
and in any communication network. 
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Abstract 
Nowadays the automotive industry is experiencing a revolution, the emergence of unmanned vehicles. 

The main stages solved by the control system of an unmanned vehicle are the recognition of the road 
environment, route planning and vehicle movement control. It is necessary to solve the problem of analyzing 
the traffic situation for the successful development of unmanned vehicles. The main challenge of this task is 
caused by the fact that the vehicle needs to function in a dynamic, non-deterministic environment, affected by 
external factors (weather conditions, other road users, pedestrians, etc.).  

Thus, the analysis of road situation is an intellectual task and requires the application of artificial 
intelligence methods for its solution. However, the solution of some problems of image analysis can be carried 
out using certain algorithmic methods of image analysis, without using of artificial intelligence technologies.  

Artificial intelligence methods as fuzzy systems, neural networks and hybrid systems, as well as some 
algorithmic methods are considered in this work. It is indicated what methods should be used in certain tasks 
of the road situation analysis. 

Keywords: autonomous driving, fuzzy systems, neural networks, hybrid systems, algorithmic methods 
of image analysis. 
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1. Introduction 
A modern unmanned vehicle is a mobile robot that operates in the same environment as a human. This 

environment cannot be deterministic by definition. Consequently, a completely different approach to 
navigation is needed for the further development of the unmanned vehicles industry It is necessary to educate 
an unmanned vehicle to move in a dynamic, changeable environment. Such navigation cannot be based only 
on statically described classical maps used, for example, in car navigator. Unmanned vehicle must understand 
what is happening around it at the moment. This can be achieved only by combining various methods of 
artificial intelligence and algorithmic methods of image analysis. 

2. Relevance 
The unmanned car industry has evolved rapidly over the past few years. The following Table 1 presents 

data showing the average number of kilometers traveled in unmanned mode prior to driver intervention [1]. 

Table 1. Comparative characteristics of the leading companies in the field of unmanned driving by the number 
of kilometers traveled without driver intervention 

Company Kilometers before human interrupting, km 
2015 2016 2017 2018 

Waymo 2 002 8252 9 005 17 951 
GM Cruise – 82 2018 8 376 

Zoox 
– 

 
– 455 3 094 

Nissan 22 227 335 337 
Baidu – 

 
– 67 331 
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The leaders are Waymo and General Motors with the Cruise project. Cars of these companies have 
sensors that create detailed digital maps. Waymo’s has with five lidars, four radars and an omnidirectional 
camera. Cruise has five lidars, 14 cameras and 21 radars. 

3. Artificial intelligence technologies 
Creating accurate digital maps is a complex task, since processing large data arrays requires large 

computational resources. In addition, such maps should be constantly updated in real time in order to be 
always relevant for navigation of unmanned vehicles. Therefore, it is necessary to train unmanned vehicles to 
move in natural environment, which cannot be fully determined. To achieve this goal, various technologies of 
artificial intelligence are used (see Fig. 1). 

Fuzzy, neural and hybrid systems are most interesting for analyzing road conditions. Reinforcement 
learning can be used to improve systems based on the listed technologies.  

In addition, algorithmic approaches for image analysis are also used. Geometrical clustering, analysis of 
disparity maps and image segmentation on stixels are related to these methods. Below are the main areas of 
application of these methods in the task of analyzing the road conditions. 

 
Figure 1 – Artificial intelligence technologies classification 

3.1. Fuzzy systems applying 
Fuzzy logic is applied with incomplete knowledge of the system [2]. Mostly fuzzy systems are used to 

create hierarchical vehicle control systems. Examples of such systems are given in [3, 4, 5]. However, in [6], 
an example of a fuzzy logic controller with a PD-like behavior for tracking the line of motion is presented. It 
has two entrances and one exit. The input and output variable terms are defined by triangular membership 
functions (see Fig. 2). The first input variable is the difference between the reference line and the measured 
line position in pixels relative to the center of the image (see Fig. 2a). The second input variable is a derivative 
of this error (see Fig. 2b). The output of the controller is the absolute steering angle in degrees to correct this 
error (see Fig. 2c). 

 
Figure 2 – Definition of two inputs and outputs of a fuzzy controller: (a) – the first input variable of a fuzzy 

controller: the difference between the reference line and the measured position of the line relative to the image 
center in pixels, (b) – the second input variable of the fuzzy controller: the difference between the last error 

and actual in pixels, (c) – fuzzy controller output variable: steering wheel angle, in degrees 
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In the task of analyzing the road conditions, fuzzy systems can be used to create fuzzy ontologies — 
descriptions of objects and their relationships in the environment [7]. Fuzzy ontologies are one of the varieties 
of semantic maps. Such maps not only describe the environment comprehensively, but also make it possible to 
predict the behavior of objects using knowledge and a huge data set. An example of such a map built using a 
Waymo's car (see Fig. 3). 

 
Figure 3 – Semantic map example 

3.2. Neural networks applying 
The last few years there has been significant progress in the field of neural network traffic analysis 

methods. This is due to the appearance on the market of relatively inexpensive and high-performance 
computers (GPU), the development of effective neural network architectures and approaches to learning. 
Neural network methods allow to solve problems of classification and detection of objects, image 
segmentation. This solves a wide range of road analysis problems. 

Convolutional neural networks are used for image recognition. The input layer accepts not a vector of 
values, but a matrix (which is the image in digital format, with one channel in the case of a black and white 
image and with three in the case of color image). Convolution networks perform on the image a series of 
convolutions with filters (which are also matrices, usually 1x1, 3x3, 5x5 and 7x7, with an arbitrary number of 
channels), the weights of which are tuned during the training process. After convolutional layers, there may be 
several fully connected ones for displaying the probability that the result belongs to a particular class in 
classification task. In detection task, often fully connected layers are absent, only convolutional layers exist. 
The result of such networks is selected areas of the image containing objects of interest. All modern 
architectures are deep, i.e. contain a few dozens of layers. 

The main advantage of neural networks is universality (the same architecture can be used to detect 
different classes of objects through training on appropriate data samples). However, due to the complexity of 
the neural network and the large number of tunable parameters, it is difficult to analyze its work and learning 
process. This leads to the fact that learning does not always give the expected result. Currently, new 
approaches to learning deep networks (deep learning), their analysis and visualization are being actively 
developed.  

In [8], an empirical assessment of existing deep learning methods was carried out in application to 
autonomous driving tasks. The authors implemented a system for detecting road markings and vehicles by 
means of technical vision and deep learning. The result of the system is shown in Fig. 4 [8].  

A set of labeled video data containing marked markings and vehicles in various weather conditions are 
used in this work. As an architecture, a straightforward implementation of Overfeat [9] was chosen. It’s a 
scalable architecture that simulates a detector with a sliding window in one direct pass through the network by 
effectively reusing convolutional results on each layer. As a result, the use of a neural network has improved 
the detection accuracy of vehicles at a distance of about 100 m from 10% using only radar to 80% using the 
developed system [8]. 
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Figure 4 – Output of markup detection system and vehicles  

based on neural network methods 

Neural networks for detecting objects are used to detect road infrastructure elements and obstacles. As a 
rule, they are able to work with dozens of classes. The most modern representatives are Faster R-CNN, SSD, 
YOLOv2. However, for their successful application it is necessary to create a database of images and videos 
for training and testing, as close as possible to the actual conditions of use of the system. 

Another area of application for neural networks is the segmentation of an image or a cloud of points 
obtained from stereo cameras or lidars. Segmentation allows not only to divide objects into classes, but also to 
determine the areas of patency for the vehicle. In [10], the SegNet network architecture is used to segment the 
image into a rather large set of classes (see Fig. 5). 

 
Figure 5 – The result of the SegNet neural network for image segmentation 

Simple methods of localization can be applied to classified areas to select individual objects. However, 
neural networks for image segmentation are still rather slow, making it difficult to use them in real time, 
especially when driving at high speed. 

3.3. Hybrid systems applying 
A hybrid network is a system in which conclusions are drawn on the basis of fuzzy logic, but the 

corresponding membership functions are adjusted using neural network learning algorithms (for example, the 
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backpropagation algorithm). These systems not only use a prior information, but can acquire new knowledge 
and are logically transparent to the user [11]. In other words, hybrid systems combine the advantages of neural 
networks and classical fuzzy systems. Unlike neural networks, hybrid systems are characterized by a clear 
view of the knowledge contained in the fuzzy rules. The parameters of the membership functions of 
judgments and conclusions of fuzzy rules are most often subjected to training. The listed advantages of hybrid 
systems caused their wide use for solving problems of modeling, approximation and classification. 

The most common integrated model is the ANFIS (Adaptive-Network- Fuzzy Inference System). ANFIS 
Implements the Takagi-Sugeno-Kang fuzzy inference system and is a five-layer forward propagation neural 
network shown in Fig. 6. 

 
Figure 6 – ANFIS structure 

 Hybrid network along with fuzzy systems used in control tasks [11, 12]. They are mainly used to 
improve the characteristics of fuzzy controllers. This is due to the fact that systems based only on fuzzy logic 
are not capable of self-learning in the process. Hybrid systems, while maintaining the transparency of the 
conclusion and the simplicity of the formation of the rule base, allow the system to be trained on the 
knowledge of experts. In the road analysis system, hybrid networks can be used to predict the movement of 
objects [13]. Such information will be useful in compiling a semantic roadmap. 

4. Algorithmic methods of image analysis 
The algorithmic methods of image analysis include: geometric clustering, analysis of disparity maps 

when working with stereo systems, pixel segmentation, and others. Such methods are used for relatively 
simple tasks that do not require the creation of a large database of objects. Often, these methods work faster 
than neural network analogues in the same applications. 

4.1. Geometric clustering 
An algorithm that determines the criterion of geometric clustering of points on obstacles, based on their 

location in space and on the physical characteristics of the controlled vehicle, is given in [14]. An example of 
the result of this algorithm is shown in Fig. 7. 
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Figure 7 – Geometric clustering of obstacles 

4.2. Disparity maps analysis 
Stereo systems are used in the task of road segmentation on the basis of v- and u-disparity. According to 

[15], the V-disparity reflects a discrepancy histogram for each row of the image (coordinate v), and U-
disparity does the same, but for each column (coordinate u). In other words, U-disparity is constructed by 
summing the pixels of each column with the same coordinates (u, d), and V-disparity by adding the pixels of 
each row with the same coordinates (v, d).  

Information on the environment can be obtained from these disparity maps (u-disparity map and v-
disparity map). For example, on the u-disparity map, perpendicular obstacles in front of the vehicle appear as 
horizontal lines, the intensity of which pixels reflect the height of these obstacles. In the case of v-disparity, 
perpendicular obstacles appear as vertical lines with pixel intensity proportional to the width of the obstacles. 
Another interesting feature is that the road profile in front of the vehicle appears as an inclined line [16] (see 
Fig. 8). 

 
Figure 8 – Application of the method of mapping u- and v-disparity for the segmentation of the road 

In addition to the segmentation task, the method of building disparity maps is also used for the tasks of 
detecting and classifying objects. A system for detecting obstacles in front of a vehicle and classifying them as 
pedestrians and other objects is described in [17]. To obtain a dense map, the SORT-SGM stereo-design 
method is used. The road plane is calculated using the v-disparity map. The obstacles are then determined by 
analyzing the u-disparity map. Objects are then classified. The result of this algorithm is shown in Fig. 9 [17]. 
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Figure 9 – Using the method of building maps of u- and v-disparity for the classification of objects:  

(a) – the result of accumulation of u-disparity,  
(b) – threshold filtering,  

(c) – detection of horizontal borders of objects,  
(d) – detection of areas of interest in the space of uv-disparities 

4.3. Digital elevation map 
Stereo cameras are also used in the task of constructing terrain models based on two-dimensional, three-

dimensional, and the so-called 2.5-dimensional maps (digital elevation maps). 
Construction of three-dimensional maps on a cloud of points gives the most complete description of the 

area, but is a very resource-intensive task. Two-dimensional maps are stored only points of average height in 
the cell, so they cannot be distinguished inclined walkable surface and a vertical obstacle. 

Compromise in this case is the method of constructing digital height maps, described in [18]. This 
method makes it possible to detect and classify the pavement, walkable and not walkable obstacles based on 
their height. 3D data obtained from dense stereo is converted to a rectangular digital elevation map (DEM). 
Unlike the raw cloud of three-dimensional points, DEM provides a compact representation in the form of a 
flat grid with an explicit connection between adjacent three-dimensional positions. 

In other words, for several three-dimensional points, only one height is stored that falls in the DEM. This 
allows three to five times to reduce the amount of calculations performed with them and to perform processing 
in real time. Based on the density of three-dimensional points, each DEM cell is classified as a road, obstacle, 
or road island [18] (see Fig. 10). Such maps can be used to create a semantic map of the area. 
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Figure 10 – Digital elevation map 

4.4. Stixel segmentation 
In [19] considered another segmentation option to build terrain model based on the so-called stixel. As in 

the urban environment is dominated by the vertical and horizontal surfaces, a dense cloud of three-
dimensional points obtained from the stereo system or a scanning lidar approximated by a set of thin flat 
rectangles – stixels. The stixel representation is fed to the input of further processing steps and significantly 
reduces the amount of computation needed for them, which allows for real-time calculations. 

For the first time, the concept of approximation of the three-dimensional environment of a vehicle using 
stixels appeared in [20]. The result of approximation by stixels turns out to be a reliable and very compact 
representation of the road situation, describing both the free space in front of the car, and static and moving 
objects. The result of the construction of the permeability model based on the pixel representation of the 
environment is shown in Fig.11 [20]. 

 
Figure 11 – Using stixel segmentation to build a terrain model  

in various environmental conditions 
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5. Road conditions analysis algorithm 
To achieve the best results in the task of analyzing the traffic situation is possible only by combining the 

technologies of artificial intelligence and algorithmic methods discussed above. No technology is a universal 
solution that provides comprehensive information about the traffic situation around the vehicle. In [21], a 
classification of algorithms in unmanned vehicle vision systems is presented. According to it and the 
considered technologies of artificial intelligence, a scheme of a system for analyzing road conditions is 
developed (see Fig. 12). 

 
Figure 12 – The scheme of road conditions analysis algorithm 

In this scheme moving from top to bottom increases the abstraction level concepts and increases the 
degree of working with knowledge than the data. For the purposes of the definition of road markings and 
construction of cross-country map it is preferable to use an algorithmic approach. For recognition and 
detection of road infrastructure (such as road signs, other cars and pedestrians) used neural network 
techniques. Then the detection results are analyzed by a fuzzy system, which reduces the number of classes 
required for learning neural networks. In the next step, the data enters the hybrid network, which analyzes 
from the knowledge put into the system and modified during the adaptation process.  

The result of the analysis of the road situation is a semantic map that qualitatively describes the road 
situation around the vehicle, the objects and the relationship between all participants in the movement. 

6. Conclusion 
In this paper presents the classification of artificial intelligence technologies. From the point of view of 

the task of analyzing the road situation around an unmanned vehicle, the technologies of fuzzy production 
systems, artificial neural networks and hybrid systems are considered. In addition, algorithmic methods for 
image analysis, such as geometric clustering, disparity analysis, and pixel segmentation, are considered. It is 
shown in which areas of the analysis of road conditions these or those methods are most applicable. The 
scheme of the algorithm, the purpose of which is to build a semantic map of the environment, is presented. 

The semantic map allows you to operate not only with data, but also with knowledge. It is based on the 
ontological description of objects and the relationship between them. The presence of a semantic map will 
improve the quality of navigation unmanned vehicles. 
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Abstract 
An increased interest in the development of technologies for vehicular automation is the reason that the 

computer vision problems associated with the recognition of driving environment are highly relevant now. 
Neural networks application in such tasks allows to achieve better performance than the use of classical 
methods of technical vision. Currently, a lot of development of neural network methods is underway, 
including for image segmentation, which gradually push the state of the art. 

However, despite the large number of works devoted to the development of neural network segmentation 
methods, there are a number of problems associated with the practical solution of the segmentation problem in 
the development of computer vision system. One of the main problems is the lack of experimental studies 
comparing the performance of existing methods, which would be a support when choosing the most 
appropriate method for the task. 

The report discusses the use of deep convolutional neural networks to solve the problem of segmentation 
of images of the road situation, compares modern algorithms and formulates recommendations on the choice 
of specific algorithms depending on the task. 

Keywords: image semantic segmentation, neural network, computer vision, driving environment. 
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1. Introduction
Currently, there is a very high interest in the field of transport automation and autonomous driving 

technologies. Some results have already been achieved, but these areas are still on the path of active 
development. An important part of an automated vehicle or mobile robot is a computer vision system, the 
tasks of which include perception and low-level analysis of the surrounding scene. In the past few years, the 
ability to solve such problems has increased significantly due to neural networks. Classification and 
segmentation of images, objects detection in images and some other tasks - for all these problems, the 
solutions with the best quality and speed-quality ratio are generally achieved using neural networks. 

Segmentation of road images allows to get the needed data both for direct use in сontrol – for example, 
separation of roadway areas and sidewalks, lawns and other surfaces that cannot be paved, as well as data 
useful as auxiliary for other computer vision algorithms - for example, as an additional condition for object 
detection algorithms: pedestrians and cars cannot be located in the image areas corresponding to the sky, trees, 
the upper parts of the facades of buildings. It is the segmentation of the driving environment images that 
reflects the simplified structure and composition of the scene. 

However, when developing and implementing image segmentation algorithms, there are difficulties with 
the choice of the algorithm that corresponds to the task, or the choice of direction (group of methods), which 
should be taken as the basis for research and development of new algorithms. There is a significant amount of 
scientific literature with proposals for new methods, but the authors do not present a comparison with all 
modern methods – which is why it is difficult to form a complete picture. In addition, the authors do not 
always use the original implementations or the best weights for the neural network models with which they 
are compared. Not always in literature there is a fairly complete description of such models, which allows us 
to understand what kind of implementation of the algorithm the authors used. This article addresses this 
problem. Let us try to bring some clarity to the current situation in the field of segmentation methods, taking 
the task of segmentation of road images. 
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2. Image Segmentation in Computer Vision
2.1. Problem of Image Segmentation 
Image segmentation is the process of dividing an image into parts that are homogeneous by some 

criterion, usually corresponding to objects, surfaces, etc., and the assignment of classes or identifiers to these 
parts. We can distinguish several segmentation problems that involve obtaining various outputs (Fig. 1). 

Figure 1 – Types of image segmentation 

Semantic segmentation is a per-pixel classification, i.e. each pixel of an image is assigned a class. Border 
segmentation is the selection of the borders of objects in an image. Appearance of such a segmentation task 
seems to be related to the relative simplicity of determining edges and borders in an image by classical 
methods of computer vision. Instance semantic segmentation extends the task of semantic segmentation to the 
separation of individual objects (instances of classes). Usually, the result of the algorithm is presented in the 
form of mask images, on which the value of each pixel represents the class or object identifier for the 
corresponding pixel in the original image. 

The most common tasks or applications of segmentation are the segmentation of biomedical images, the 
segmentation of images of road and city scenes for the computer vision systems of mobile robots, automated 
vehicles, for security systems. Segmentation is also used to process aerial or satellite images to select objects 
(equipment, buildings, roads) and terrain types (forest, meadow, water). 

2.2. Image Segmentation Techniques 
We did not find in the literature any generally accepted classification of segmentation methods, but we 

can still separate seven common groups of methods [1]: 
1. Threshold methods – image pixels are divided into parts based on their intensity level, i.e. threshold

filtering is performed. 
2. Edges based methods – often at the edges of areas there is a strong difference in brightness, however,

to select an object on the image, you need closed area borders. 
3. Regions based methods – the image is divided into regions with similar characteristics, usually using

one of the two most common techniques: region growing methods or region splitting and merging methods. 
4. Clustering based methods – image pixels are divided into clusters so that the elements inside the

cluster are similar to each other according to certain characteristics more than the elements of other clusters. 
There are two main groups of clustering methods: hierarchical, based on the idea of trees, and partition 
methods that use optimization algorithms to iteratively minimize the objective function. 

5. Watershed methods – the absolute value of the image gradient is considered as a topographic surface,
i.e. pixels on a gradient image with greater brightness (large changes in brightness – edges, borders) are 
“mountains”, and pixels with lower brightness are “valleys”. Lines of bright pixels - "ridges" are the lines of 
watersheds – the borders of objects. 

6. Partial differential equation based methods – the result of the work is blurred edges and boundaries that
can be shifted with the help of closing operators; second-order methods are used to better detect edges and 
borders, and the fourth methods are used to reduce the noise from the image. 

7. Methods based on neural networks – artificial neural networks (usually convolutional) are used.
In the past few years, various competitions have become popular in which teams compete in solving a 

given task. The organizers provide a set of annotated data that can be used to train or customize the parameters 
of the algorithm, and a set of non-annotated data for which teams get the result, and then, using the metrics set 
by the organizers, the results of various teams are compared to determine the winners. Many competitions 
related to image segmentation can be cited: “Ultrasound Nerve Segmentation” 2016 [2], “Carvana Image 
Masking Challenge” 2017 [3], “KONICA MINOLTA - Pathological Image Segmentation Challenge” 2017 
[4], “Robotic Instrument Segmentation Sub-Challenge” 2017 [5], “CVPR 2018 WAD Video Segmentation 
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Challenge” 2018 [6], “TGS Salt Identification Challenge” 2018 [7] and others. In all these competitions, the 
teams that won prizes used neural network methods. In addition, on the websites of some public datasets, there 
are tools for evaluating the results and a constantly updated list of rated methods is presented. All of these 
methods also use neural networks. 

Thus, it becomes clear that the most promising group of methods for solving the segmentation problem 
in the general case are neural network methods. 

2.3. Neural networks for semantic segmentation 
The modern approach to the construction of neural network algorithms for solving the segmentation 

problem dates back to 2015, when neural network architectures FCN [8], UNet [9] and DeepLab [10, 11, 12] 
were proposed. 

The FCN (Fully Convolutional Network) architecture, built using only convolutional layers. The paper 
considers a neural network for classification, taken without the last fully connected layers that convert the 
resulting feature map to a class number, as an encoder. The encoder converts the input image into feature 
maps of various levels - on the initial layers, low level features (points, edges, spots) are identified, on the 
final, a high level feature search (complex shapes, parts of objects, objects) is found. Note that such feature 
maps are significantly smaller than the input image. In order to further obtain a segmentation mask from the 
features, it is proposed to use a neural network decoder, which accepts feature maps from the encoder and 
increases their dimension to the size of the input image using deconvolutional layers (using the deconvolution 
operation). The accuracy of the results obtained on popular datasets turned out to be quite high and surpassed 
the results of existing methods. All subsequent modern architectures used the principle of the encoder-decoder 
proposed by the authors of FCN. 

UNet got its name because of the U-shaped architecture (Fig. 2) and in 2015 won in several competitions 
on the segmentation of medical images. The left descending part is the encoder decreasing the dimension of 
the output feature maps, and the right ascending part is the decoder increasing the dimension. The encoder is 
represented as a sequence of four blocks. Each block consists of a pair of 3x3 convolutions with the ReLU 
activation function and a 2x2 subsample layer in increments of 2. In each block, the number of channels of 
feature maps is twice as large as in the previous one. After the encoder and before the decoder, in the middle 
of the network, there are two 3x3 convolutional layers with the ReLU activation function. The decoder also 
consists of four blocks, each block contains a deconvolutional (or up-sampling) layer, which increases the 
resolution of the feature map, and then two 3x3 convolutional layers with the ReLU activation function. There 
are additional links between the encoder and the decoder: the output feature map from each encoder block is 
input to the corresponding decoder block, i.e. the first block of the encoder is connected to the last block of the 
decoder, the second block of the encoder is connected to the third block of the decoder, etc. After the encoder 
and before the decoder, in the middle of the network, there are two convolutional layers with the ReLU 
activation function. The neural network architecture ends with a 1x1 convolutional layer with the number of 
channels equal to the number of classes, where for each pixel there are values corresponding to a class. Also, 
in order for the output image (mask) size to be equal to the size of the input image, and not to be reduced due 
to convolution operations, the authors propose an addition of the input image at the edges with a reflection. A 
feature of UNet is a large number of channels in the decoder part, which allows to store more information in 
the last layers, as well as the use of elastic deformations during augmentation of the training base, which is 
often found in biomedical images. Although the authors assumed the use of UNet for the segmentation of 
biomedical images, this neural network has become very popular, and is currently showing good results in 
various tasks. Often the original version of the encoder is replaced with another classifier - usually VGG-16, 
ResNet. 
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Figure 2 – Neural network UNet 

The DeepLab algorithm uses a different approach to decoder implementation — using CRF (Conditional 
Random Fields). DeepLab treats each pixel at the output of a convolutional neural classifier network as a CRF 
node, and uses the CRF output directly to optimize the loss function controlled by a convolutional encoder 
network. Such an algorithm makes it possible to obtain more accurate contours of objects on the output 
segmentation mask, in contrast to the full-screwed methods that redundantly smooth the contours, thereby 
missing details (Fig. 3, below). 

The principle of the algorithm is shown in Figure 3, above. The coarse mask obtained at the output of the 
deep convolutional network is increased in size by bilinear interpolation, and then fully connected CRFs are 
applied to it, specifying the result, resulting in a detailed, precise segmentation mask. The authors, 
experimenting with algorithm parameters, used atrous (or dilated, convolution with holes) convolutional 
layers, which significantly increased the accuracy and reduced the number of parameters to be trained, and the 
connection between the initial and final layers of the feature extractor network for better segmentation of 
various-sized objects, which is also positive affected the quality of work, but to a much lesser extent than the 
use of CRF and atrous convolutional layers. 

Figure 3 – Algorithm DeepLab: principle of operation (top) and the effect 
of CRF on the final result (bottom) 
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Then in 2016, the authors of DeepLab-CRF presented the second version - DeepLab v2 – and an article 
describing in detail the work of this method [13]. In addition to various small changes in the algorithm 
following the principles of the first version, in the second version the atrous convolutional layers are 
combined with the idea of connections between non-neighboring layers, i.e. parallel branches of the 
architecture, forming ASPP – atrous spatial pyramid pooling, allowing high-quality segmentation of multi-
scale objects. This allowed DeepLab v2 to demonstrate better performance than the first version, and become 
one of the most effective neural network algorithms at that time. 

In addition, in 2016, SegNet [14, 15], ENet [16] and PSPNet [17] were introduced. 
The SegNet neural network uses the first 13 layers of the VGG-16 classifier as a classifier part (encoder). 

The role of the decoder is to expand the resulting low resolution feature map from the encoder output into the 
final network output, which has the same resolution as the input data. That is, the principle of FCN is used. 
The authors assumed the use of this architecture in the tasks of understanding scenes and conducted 
experiments with images of the driving environment and indoor scenes. The network structure, like UNet, is 
presented in the form of blocks with links between the encoder and the decoder, however, the blocks contain a 
different number of convolutional layers (2 or 3). Also the way to increase resolution is different, in SegNet it 
is upsampling layers. Upsampling in SegNet is performed by storing the indexes of the maximum elements 
remaining after the pooling layer. For this, 2 bits are enough for each 2x2 subsample window. Thus, the way 
to increase the dimension is the main feature of SegNet. 

ENet (from “Efficient neural network”) was created for tasks that require high speed, and its main feature 
is the network structure and the use of the PReLU activation function. The network architecture is shown in 
Figure 4. 

Figure 4 – The main modules of the ENet neural network: the initial module  
and the bottleneck module 

The initial network module consists of two parallel layers - 3x3 convolutions with offset of 2 and 
pooling, the outputs from which are then concatenated. The convolutional layer has 13 channels, and after 
concatenation with the output of the pooling layer, a feature map with 16 channels is obtained. This is 
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followed by 19 bottleneck modules. The bottleneck module consists of two branches, one of which contains 
MaxPooling and Padding layers, and the other contains a sequence of 1x1 convolution layers, an adjustable 
convolution (denoted as conv), a convolution 1x1, and a regularizer layer. Between all layers of convolution, 
batch normalization and the activation function PReLU are also present. The two branches are then connected. 
Adjustable convolution can be a regular convolutional layer, a deconvolutional layer or an atrous 3x3 
convolution, or a 5x5 convolution divided into two asymmetric ones. 

The authors [16] also compared ENet with SegNet, the results of which are shown in Figure 5 on the 
Cityscapes dataset [18]. It can be seen that, in terms of accuracy, ENet is on par with SegNet, and in terms of 
speed, ENet is many times more productive and less demanding on computing resources. 

Figure 5 – Comparison of the performance of ENet and SegNet 

In 2016, the PSPNet segmentation neural network [17] won first place in the ImageNet Scene Parsing 
Challenge (INSPC) competition, the ASCAL VOC 2012 Benchmark and Cityscapes Benchmark. The authors 
of the architecture paid great attention to the problem of not using global information segmentation algorithms 
in the image. Examples of such a problem: the neural network mistakenly classifies a boat on the background 
of a river as a car, gets a “ripped” mask of a skyscraper compared to other buildings, confusing it with the 
“building” class (confusing categories), doesn’t distinguish a pillow from a bed sheet (inconspicuous 
categories), although usually there is a pillow on each bed. 

PSPNet uses the ResNet classifier with dilated convolutional layers, after which it receives an output 
matrix 8 times smaller than the original image. After that, the output matrix is subjected to a pooling operation 
in parallel along four branches. Then, the number of channels in the matrices obtained after the subsample is 
reduced N times with the help of the 1x1 convolutional layer, where N is the number of pooling branches, i.e. 
in this case, four times. After that, the resulting matrices are brought to the size of the initial feature map 
obtained from the output of the encoder. All these matrices are concatenated and pass through the 
convolutional layer to obtain a final prediction (segmentation mask). 
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Figure 6 – PSPNet segmentation neural network 

In 2017, the most popular and significant models were DeepLab v3 [19, 20] and ICNet [21]. 
The authors of the third version of DeepLab deepened even more at the possibility of atrous convolution, 

which allows to effectively control the size of the output feature map and the area of vision of the convolution 
filter. As a result, the network architecture is similar to the PSPNet architecture, consisting of a feature 
encoder as a classifier, then a pooling pyramid and one final convolutional layer. The feature of DeepLab v3 is 
that in the pooling pyramid it does not contain the stage of reducing the number of channels; also, atrous 
convolutions are used in the pyramid, replacing the subsample by region (by cell), and only one branch 
containing the global pooling layer. Network accuracy is higher than PSPNet performance. 

ICNet (from "Image Cascade Network") was developed as an instance of a high-speed algorithm suitable 
in practice in tasks that require high speed image processing. The architecture is based on a cascade of 
branches, in which the image is processed with different resolutions. The input image is reduced by 2 and 4 
times, forming a cascade input for three branches - low, medium and high (original) resolution. Next, the 
image in each branch passes a series of convolutional layers (Fig. 7). 

Under each of the input images and under each feature map in parentheses indicate the ratio of their size 
to the size of the original image. Some operations are used only during training, some - only during inference 
(testing and prediction). CFF (Cascade Feature Fusion) blocks denote operations of connecting features of 
different scale, obtained in different branches of the network. Low and medium resolution branches use shared 
weights and operations. 
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Figure 7 – ICNet neural network architecture 

Branching reduces the computational complexity of the algorithm. Thus, the image reduced by 4 times is 
fed to the input of the upper branch (low resolution branch) containing a complete segmentation neural 
network, the output of which is a coarse mask, reduced by 32 times the original image size. Due to the small 
input resolution, the calculations do not take much time. The resulting mask does not contain fine details and 
is not accurate, but displays the main semantic areas in the image, which can significantly reduce the number 
of trainable parameters in the middle and lower branches. Further, in the branches of medium and high 
resolution, the mask is improved and supplemented with details, forming the resulting segmentation mask 
having the same size as the input image. When training a network, scaling annotations is used. 

Thus, the main feature of ICNet lies in the idea of using a post-convolutional neural network to obtain a 
basic, coarse mask, and the sequential refinement of the mask by convolutional networks with a small number 
of layers. Due to the fact that the base mask is calculated for the image in low resolution and therefore does 
not lead to long calculations, and convolutional networks in the branches of medium and high resolution due 
to their small size also do not require much time for calculations, ICNet achieves a very favorable balance of 
accuracy and speed. In terms of quality, it is on par with PSPNet, but it takes several times less time for 
inference. 

3. Implementation of Image Segmentation Algorithms using Neural Networks
3.1. Software tools for implementation of neural network models 
Since the objective of this study is to compare modern segmentation algorithms, it is obvious that all 

implementations of the selected algorithms should be executed and tested on a single software base. And since 
such a comparison is necessary for formulating recommendations on the use of certain algorithms for solving 
applied problems, it is also necessary to choose the software base taking into account the possibility of 
embedding algorithms in other software. 

At the moment there are several popular libraries and frameworks for machine learning: 
DeepLearnToolbox for Matlab [22], Torch [23] and PyTorch [24], Caffe [25], TensorFlow [26] and Keras 
[27]. The DeepLearnToolbox library is only suitable for research purposes, which does not meet our 
requirements. 

Torch has many tools for working with deep learning, has the ability to parallelize calculations using 
CUDA, but it has an interface for the not so popular Lua language and at the moment does not have a very 
large audience of users. Nevertheless, there is a more popular framework, PyTorch, created on the basis of 
Torch, which has a Python programming interface and several modules for working with neural networks of 
different levels of abstraction. Currently supported by Facebook. 

Caffe is one of the first popular open source libraries for machine learning. It was developed in 2013 at 
the University of Berkeley by Yangqing Jia in the process of preparing his thesis and is still supported by the 
Berkeley Vision and Learning Center. Implemented in the C++ programming language and supports the 
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interface in C++, Python and Matlab. Supported operating systems: Windows, Linux and Mac OS X. The 
library has a significant set of tools: layers of various types, activation and loss functions, various teaching 
methods. 

The framework for machine learning TensorFlow was originally developed by Google for internal use 
and appeared in open access at the end of 2015. The computational part is written in C++, the main API is 
implemented in Python, and there are also implementations for C++, Haskell, Java and Go. TensorFlow is 
available for 64-bit Linux, MacOS, Windows, and mobile computing platforms, including Android and iOS. 
There is a built-in TensorBoard tool that can be used to visualize the computational graph, weights and maps 
of neural network layers and other data, as well as automatically log errors, accuracy and any other metrics 
during training or testing and then represent them as charts. It has a wide range of tools for machine learning 
and neural networks, the ability to implement custom operations and layers, and also has various tools for 
embedding trained models into software systems. That is, this library is designed as a universal tool for 
researching, implementing and embedding machine learning algorithms. 

Keras is an open library for working with deep learning, written in Python. It is built on top of the 
TensorFlow or Theano frameworks and provide higher abstraction level. However, the work on Theano was 
stopped two years ago, support – a year ago, therefore Keras is further considered on the basis of TensorFlow. 
It is aimed at simplifying work with neural networks, while being designed to be compact, modular and 
expandable. The main author and supporter is Francois Chollet, Google engineer. Keras supports almost all 
TensorFlow functionality related to neural networks, since it is more like an interface than an independent 
machine learning library. Contains numerous implementations of widely used building blocks of neural 
networks, such as layers, loss and activation functions, optimizers. Provides a high level of abstractions and a 
lot of auxiliary and additional tools for working with data. In the case of using TensorFlow as a low-level 
library when building a neural network from modules, Keras automatically builds a computational graph, 
which can be used later as a regular TensorFlow graph (without Keras), and all TensorFlow tools will be 
compatible with such a graph, which is very convenient for later embedding of resulting model. 

In [28], the author aims to find out which library or framework is growing in popularity more quickly 
than others, and also compares recent activity related to these libraries - new articles, activity on GitHub, 
requirements in vacancies. TensorFlow was both the most popular at the moment and the fastest growing, the 
second place was taken by the PyTorch framework, the third - by Keras. Thus, any of these three libraries is a 
worthy choice. 

In this study, TensorFlow and Keras were chosen, mainly due to the possibility of rapid development 
using Keras and the possibility of simple embedding using TensorFlow. Also, one of the reasons is that the 
authors have working experience with these libraries. 

3.2. Datasets 
For training and testing segmentation algorithms, suitable datasets are needed. Datasets should, first of 

all, contain annotations. Annotations for the segmentation of the driving environment are usually images in 
which each pixel is already assigned to a particular class. Classes are the main objects and areas that are 
represented on the images (road, pavement, signs, pedestrians, cars, trees, etc.). 

Cityscapes [18]. This is a large dataset that contains a diverse set of stereo video sequences recorded on 
the streets of 50 different cities, with high-quality (fine) annotations-masks for 5,000 frames in addition to a 
large set of 20,000 coarse annotated frames. There are 33 semantic classes in the dataset, however not all of 
them are suitable for training, therefore usually 19 classes are used in this set. The Cityscapes dataset is 
intended for training and evaluating the effectiveness of algorithms for the two main tasks of a semantic 
understanding of road conditions: semantic segmentation at the pixel level and at the instance level. 

Berkeley DeepDrive (BDD100K) [29]. BDD100K is by far the largest publicly available set of video 
data. It contains 100,000 videos representing over 1000 driving hours with over 100 million frames. Videos 
include GPS location, IMU data and timestamps. BDD100K allows solving such tasks as detection of road 
objects, driving zone segmentation and semantic segmentation, represented by 40 classes, but not all of them 
are suitable for learning, therefore, usually in this set they use 19 classes - the same as in Cityscapes. For the 
first two tasks, 70,000 training and 10,000 evaluation images are provided. For the third task, 7000 training 
and 1000 evaluation images were provided. 

SYNTHIA [30]. SYNTHIA is a collection of synthetic images and annotations (200,000 images from 
video streams and 20,000 independent frames), which is a set of data created for solving semantic 
segmentation problems and related problems of understanding the scene in the context of driving scenarios. 
The data set consists of a collection of photorealistic frames rendered in a virtual city and contains precise 
semantic annotations at the pixel level, represented by 23 classes. There is a wide variety of scenes in the 
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database: a European-style city, a modern city, a highway and a rural area, different seasons, days and 
different weather conditions. 

CamVid [31]. The Cambridge CamVid database is the first collection of videos with semantic 
annotations of classes of objects, supplemented by metadata. The database contains more than ten minutes of 
high-quality video with a frame rate of 30 Hz, with corresponding annotations with a frequency of 1 Hz (in 
some places, 15 Hz). The annotation assigns each pixel one of 32 semantic classes. The database contains 700 
annotated images. 

MS-COCO [32]. COCO is a large-scale set of data for detection and segmentation, consisting of 300 
thousand images, 200 thousand of which have annotations. The set contains layouts in 80 categories, among 
which there are categories suitable for the task of segmentation of road images (car, bus, traffic light, train, 
truck, motorcycle, bicycle, person), but only some of the images taken from the cameras located on the front 
panel car, so this set is not very suitable for a computer vision system of an autonomous vehicle. There is a 
Python API for working with this dataset. 

PASCAL [33]. The PASCAL VOC dataset was created to solve the problems of classification, detection, 
and segmentation. From 2005 to 2012, the dataset was updated annually in accordance with the tasks set by 
the developers. The latest version of PASCAL VOC 2012 contains 9993 images for segmentation. 
Segmentation is performed on 20 classes. 

3.3. Metrics 
Evaluation of segmentation methods can be done using various metrics. The most obvious is pixel 

accuracy (global pixel accuracy) or pixel error, which is the ratio of true or falsely predicted pixels to the total 
number of pixels in an image or total number of pixels in mask corresponding to a given class (Expressions 1, 
2). Such a metric can also be calculated over a whole set of images - then it will be the ratio of true or falsely 
predicted pixels on all images to the total number of pixels of all images. 

Pixel accuracy = Ntrue / Ntotal (1)

Pixel error = Nfalse / Ntotal (2) 

Pixel accuracy allows a fairly qualitative assessment when different semantic classes have the same 
significance. However, such a metric does not provide information on errors by class, although such 
information would be very useful. Often the methods have a high error on the classes of small and complex 
objects - signs, poles, pedestrians, while on large classes (sky, road, sidewalk, facades) the error is small. With 
this information, you can adjust the penalty coefficients by class and use other training methods with 
unbalanced data. There are also cases when a dataset contains too few members of a class, and the neural 
network is not well trained with this class. Assessing the error of the trained model by class, such a problem 
could be noticed. 

Average pixel accuracy by class shows how accurately segmentation is performed on average for each of 
the classes. To begin with, pixel accuracy is calculated for each of the classes: the number of correctly 
predicted pixels is divided by the number of pixels corresponding to the correct annotation. The resulting 
values are summed, the amount is divided by the number of classes. This metric is less susceptible to class 
imbalances in frequency of occurrence than global metrics. However, the background (non-annotated areas) 
absorbs all the false predictions without affecting the accuracy of the class. This metric is more suitable for 
datasets without a background class, or it is necessary to perform calculations in another way to remove this 
problem. 

IoU (Intersection over Union) solves this problem. It is based on the Jaccard similarity coefficient (or 
Jaccard index) and measures the ratio of the intersection to the union of the labeled segments for each class 
(Expression 3). In this method, the pixels on the resulting segmentation mask are divided into 3 groups: 

 True positive (TP) – pixels correctly assigned to this class, being the intersection of the predicted mask 
and annotation mask; 

 False positive (FP) – pixels falsely assigned to this class, being pixels of the class in the predicted 
mask, but belonging to another class in the annotation mask; 

 False negative (FN) – pixels, falsely assigned to another class, being pixels of this class, which are 
falsely missing in the predicted mask. 

To calculate the Jaccard index, the number of true positive pixels is divided by the sum of pixels from all 
three groups. It can be noted that such a sum is the union of the class mask in the prediction and annotation, 
therefore the metric is called “intersection over unoin”, i.e. intersection divided by union. Having the values of 
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the IoU metric for each class (Expression 4: C is the number of classes, i is the class number), mean IoU 
(mIoU) can be calculated. Thus, the Jaccard index takes into account both false predictions and missing areas 
for each class. 

IoU = TP / (TP + FP + FN) (3) 

mIoU = (∑ ܫ ܷ

 ) / C (4) 

However, sometimes there are tasks in which the quality of segmentation of the contours of objects is 
important. There are many contour evaluation metrics. The most qualitative and promising are the BF metric 
[34] based on the F1-measure and the BJ metric [35], which combines the BF and the Jaccard index. When 
calculating the BF metrics, the precision Pc and recall Rc are calculated for class C based on the boundary ܤ௧
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The BJ metric is based on the Jacquard index, the coefficients for which are calculated taking into 
account the distance from the annotation border to the predicted region (ܶ ܲ

  ) and the distance from theܰܨ ,

border of the predicted region to annotation (ܶ ܲೞ
   :). The total number of true predictions is defined asܲܨ ,
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False predictions are calculated using the formulas: 
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Accuracy over the entire set of images is calculated similarly to the Jaccard index. This metric, in 
contrast to BF, takes into account the segmentation content beyond the threshold distance θ, under which the 
boundaries are matched. 

There is also an approach to assessing the quality of segmentation contours, when areas close to the 
contours of class masks are given more weight when calculating accuracy. Also, the calculation of accuracy 
can be made separately for areas near the contours. 

3.4. Implementation of neural networks models 
After the programming language and libraries are chosen - Python and the TensorFlow and Keras 

libraries, it is necessary to select the implementations of the algorithms. Since the development of a neural 
network, even according to the description, requires a lot of time, including debugging, we decided to use 
publicly available solutions. A prerequisite is the ability to use the original weights obtained by the authors of 
the algorithm (can be converted from one framework to another), or weights successfully trained on a set of 
images of the driving environment. Also we did not find any implementation of UNet with trained weights, 
but still included it in the study due to the high popularity of UNet architecture. 

Taking into account these conditions, five implementations were chosen: 
1. The implementation of ENet [36], not the original (not from the authors of the algorithm).

Implemented using TensorFlow. The model was trained on CamVid dataset with an input size of 480 × 360 
pixels, 12 classes. Contains software tools for training, testing (evaluation) and running the model. The input 
image size for running the model is unlimited. 

2. PSPNet implementation [37], not original. Implemented using TensorFlow. Converted original weights
are available, trained on the Cityscapes data set with an input size of 713 × 713 pixels, 19 classes. The input 
size to run the model in any mode must be at least 713 pixels in width and height. 
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3. The implementation of DeepLab v3 [38], the original. Implemented using TensorFlow. Includes
various configurations of models and various weights. There is no documentation, only examples of use for 
training, evaluation, output, so we needed a detailed study of the implementation. Has 4 models trained on 
Cityscapes dataset, 19 classes. The first model uses the MobileNet v2 neural network as a feature extractor 
and does not have a decoder, which is not suitable for the task. The second and third models use the Xception 
65 neural network as a feature extractor, the fourth uses Xception 71. The fourth model's accuracy is 82%, 
which is 2% higher than the second and third accuracy. There is no significant difference in the size of the 
models, so it is sensible to choose the fourth model. The training took place on fragments of images of 513 × 
513 pixels, but the input size of the images for launching the model is not limited. The training was done 
sequentially on ImageNet, MS-COCO, a coarse-annotated set of Cityscapes and, finally, a fine-annotated set 
of Cityscapes. 

4. ICNet implementation [39], not original. Implemented using TensorFlow. Converted original weights
are available, trained on the Cityscapes data set with an input size of 1025 × 2049 pixels, 19 classes. The 
model can be configured with and without batch normalization layers. The input size must be at least 97 × 97 
pixels in width and height for a model with batch normalization, and at least 161 × 161 for a model without 
batch normalization. 

5. UNet implementation, not original, without trained weights. The architecture implementation is taken
from [40]. Software tools for training, testing (evaluation) and running models are implemented by us. The 
model input was set to 104x512 pixels. First, the model was trained from scratch on sets of Cityscapes with 
coarse annotations — original, augmented with geometric and elastic transformations, with color 
augmentation — a total of 185 epochs of 3,658 batches of size 6, i.e. 4 million examples. Then, the resulting 
model was trained on the original and all augmented Cityscapes sets with fine annotations and Berkeley Deep 
Drive dataset with augmentation - 100 epochs of 3658 batches of size 6, i.e. just under 2.2 million examples. 

Despite the fact that all the implementations, except for UNet, use the same library for machine learning, 
working with neural network models in them is organized differently, and collecting them into one project 
does not seem to be a reasonable task. Therefore, to simplify the experiments and possible subsequent 
embedding, it was decided to use the TensorFlow tool to “freeze” the trained graph (in this case, the neural 
network) and save it in the protobuf format (protocol buffers, “.pb” file extension). An example of use can be 
seen in [41, 42]. It is impossible to train such a “frozen” model, however, it allows to abstract from the details 
of the implementation of a specific model and run it without having any code to build the neural network 
architecture, since all this is stored in the protobuf file.  

Only the input size of the model should be known, the name of the input node where the image should be 
sent, and the name of the output node where the resulting mask should be taken from. Thus, the model can be 
run with both Python and C ++. In addition, since the “freezing” cuts off unnecessary operations related to 
training, the model can increase in productivity. 

TensorFlow has another tool for working with trained models - TensorFlow Serving [43], which provides 
a flexible server architecture for deploying and maintaining models, organizing the exchange of information 
between models and software applications that use them. This is very useful for embedding models, but for 
the purposes of this study, it is sufficient to simply convert models to the protobuf format. 

All models were “frozen” in such a way that their inputs and outputs had a uniform format. Thus, the 
input of any model has the form [H, W, 3], that is, it receives a color (three-channel) image of W × H pixels, 
and the output is [1, H, W, C], where C is the number of classes. Together with the model, the files were saved 
in json format, which contained meta-information — the names of the input and output nodes, the name of the 
model's architecture, the size of the images on which the model was trained, the size of the images to which 
the frozen model was set up, the name of the dataset, on which the model is trained, class names, and some 
other parameters. To run the model, only the names of the input and output nodes and the input size are 
needed, but other data simplify the work during the experiments. 

The functionality for “freezing” the model in protobuf format was added separately to each of the 
selected implementations. Thus, it is supposed to work with the model (training, changing the configuration 
and parameters) in its own software project, and for evaluation and inference it is supposed to use models in 
the protobuf format, and the code is universal for all models. 

4. Experiments
To compare the performance of the models, different input sizes were set, that is, the input images and 

annotations were scaled to these sizes, after which the resulting predicted masks in the same size were 
compared with annotations-masks. If the aspect ratio of the image is significantly different from the aspect 
ratio of the input network size, the image is padded in width or height to get the aspect ratio as the input 



113 

network size. Also, the prediction execution time was measured without preprocessing. Metrics mIoU and PA 
(Pixel accuracy) were used. 

The main part of the experiments was carried out on the following equipment: Intel Core i7-3770 
processor (3.4 GHz × 8), GeForce GTX 1070 graphics card (8 GB), 32 GB of RAM. 

Evaluation was performed on the Cityscapes and Berkeley Deep Drive databases in 19 classes. These 
data sets have the same set of classes. 

4.1. ENet 
Table 1 shows the performance of the ENet neural network model. The input size corresponding to the 

one with which the model was trained is shown in bold. It can be seen that the model No. 8 is the best option 
in terms of speed and accuracy, however, the maximum accuracy of 44% and 66% for mIoU and PA metrics 
is rather low today. As the size of the input increases, the speed drops, but the accuracy does not increase. It 
should be noted that a large contribution to the error is made by the fact that the model is trained on the 
CamVid data set with 12 classes, and the evaluation was performed on datasets with 19 classes. Test datasets 
were converted to CamVid format, but a complete match is not possible. Some CamVid classes include 
several classes from the Cityscapes and BDD sets at once. Annotation masks of such classes are combined. 

However, the model has a small number of trainable parameters and a very small size; It is possible that 
training on the Cityscapes and Berkeley Deep Drive databases will significantly improve the accuracy of the 
neural network. 

Model 8, ENet_8 was chosen for further evaluation. 

Table 1. ENet performance 

Name Input size 

Cityscapes Berkeley Deep Drive 

FPS mIoU
, % 

PA, % 
mIoU, 
% 

PA, %

ENet_1 360×480 28.26 39.66 33.94 50.96 41.94 

ENet_2 480×480 24.31 31.71 30.03 46.85 34.07

ENet_3 720×960 34.71 46.98 31.48 47.32 11.63

ENet_4 900×1200 32.51 46.17 28.97 45.50 7.33

ENet_5 360×720 43.78 65.50 38.73 59.05 30.85

ENet_6 720×1280 37.70 55.79 33.20 52.08 8.86

ENet_7 720×1440 37.19 55.44 32.55 51.56 7.92

ENet_8 360×640 44.03 65.65 39.05 59.20 34.24 

4.2. PSPNet 
Table 2 shows the performance of the PSPNet neural network. It can be seen that the accuracy 

performance on the basis of Berkeley Deep Drive is lower than that on the basis of Cityscapes, which is 
expected, since the models were trained only on the basis of Cityscapes. To increase the model's generalizing 
ability, it is necessary to increase the representativeness of the training dataset, that is, the neural network 
should be trained on several more datasets besides the Cityscapes, for example, PASCAL, MS-COCO, 
Berkeley Deep Drive. Model No. 6 is the best option for accuracy on Cityscapes, Model No. 1 is the best 
option for speed, Model No. 4 can be considered balanced, while it is the best in Berkeley Deep Drive. For 
further evaluations, models No. 1, 4, 6 were chosen (PSPNet_1, PSPNet_4, PSPNet_6). 
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Table 2. PSPNet performance 

Name Input size

Cityscapes 
Berkeley Deep 

Drive 
FPS 

mIoU
, % 

PA, % 
mIoU, 
% 

PA, % 

PSPNet_1 713x713 76.16 92.58 51.76 81.99 3.48 

PSPNet_2 720x720 75.02 92.05 49.79 81.38 3.48 

PSPNet_3 1024x1024 79.68 93.95 49.62 80.90 1.87 

PSPNet_4 713x1426 82.37 95.37 49.42 81.27 1.83 

PSPNet_5 720x1440 82.93 95.3 49.11 80.07 1.82 

PSPNet_6 1024x2048 84.15 95.78 42.53 73.81 0.96 

PSPNet_7 720x1280 81.79 95.09 49.09 81.37 2.08 

4.3. DeepLab v3 
 Table 3 shows the performance of the DeepLab v3 neural network. When training these models, several 

datasets were used, but Berkeley Deep Drive was not among them, which is the reason for the lower accuracy 
on this set. 

For further evaluation, models with not too low accuracy and speed were chosen - models No. 2, 6, 8 
(DeepLab_2, DeepLab_6, DeepLab_8). 

Table 3. DeepLab v3 performance 

Name Input size 

Cityscapes Berkeley Deep Drive 

FPS mIoU
, % 

PA, 
% 

mIoU, % PA, % 

DeepLab_1 256x256 44.98 82.16 32.33 59.68 39.21

DeepLab_2 513x513 69.00 91.45 49.25 73.21 12.67

DeepLab_3 768x768 74.85 92.71 50.29 73.48 6.02 

DeepLab_4 1024x1024 79.50 93.88 50.99 72.78 3.46 

DeepLab_5 256x512 65.28 88.92 46.18 72.08 25.41

DeepLab_6 512x1024 78.81 93.13 51.19 73.46 6.84 

DeepLab_7 640x1280 81.41 93.95 50.69 72.05 4.42

DeepLab_8 720x1440 82.68 94.32 49.65 70.59 3.56 

DeepLab_9 1024x2048 84.89 94.88 46.62 67.02 1.77 

0
DeepLab_10 720x1280 81.77 94.08 50.34 71.36 3.93 

4.4. ICNet 
Table 4 shows the performance of the ICNet neural network. It can be seen that batch normalization 

improves accuracy and speed to a small extent. As with the other models, the accuracy on the Berkeley Deep 
Drive data set is lower than on the Cityscapes.  
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Table 4. ICNet performance 

Name Input size

Cityscapes Berkeley Deep Drive 

FPS 
mIoU, %

PA, 
% 

mIoU, % 
PA, 

% 

ICNet_1 1025x2049 87.34 96.50 43.13 78.01 16.84 

ICNet_2 720х1280 77.69 93.56 42.03 78.35 32.90 

ICNet_3 780x1560 83.49 95.34 44.12 78.02 25.23 

ICNet_4 512x1024 72.11 92.29 37.42 74.24 54.88 

ICNet_BN_1 1025x2049 87.73 96.57 43.24 77.45 15.93 

ICNet_BN_2 720х1280 78.47 93.83 41.91 78.03 31.48 

ICNet_BN_3 780x1560 83.61 95.39 43.91 77.65 23.87 

ICNet_BN_4 512x1024 73.15 92.55 37.33 73.81 51.02 

One of the best options in terms of accuracy is Model 5 (ICNet_BN_1), while the model’s speed is 
minimal and is approximately 16 frames per second, which, relative to other neural network architectures, is 
nevertheless a fairly high speed. The fastest model No. 4 (ICNet_4) at a speed of almost 55 frames per second 
also has relatively high accuracy on Cityscapes, which are sufficient for many applications, but quite low 
accuracy on the Berkeley Deep Drive dataset. As solutions with the best balance of accuracy-speed, models 
No. 3 (ICNet_3) and No. 7 (ICNet_BN_3) can be taken. Thus, models 3, 4, 5, 7 (ICNet_3, ICNet_4, 
ICNet_BN_1, ICNet_BN_3) were taken for further evaluation. 

4.5. Best models comparison  
Tables 5 and 6 show the performance of the best neural network models. Table 5 contains the accuracy 

values for the best models. In comparison, it is clear that the PSPNet and DeepLab models have a better 
generalizing ability, since they obtained the highest accuracy values for the dataset, on which the models were 
never trained. However, the highest accuracy on the test set of Cityscapes is obtained for the ICNet neural 
network (with a significant margin), which indicates a high learning ability. UNet has the best PA result on 
Berkeley Deep Drive dataset among all models. However, the model was trained on this dataset, and the big 
difference between PA and mIoU results requires further study. 

Table 5. Accuracy comparison 

Name Input size
Cityscapes Berkeley Deep Drive 

mIoU, % PA, % mIoU, % PA, % 

UNet 512x1024 32.97 89.19 31.46 89.36 

ENet_8 360×640 44.03 65.65 39.05 59.20

PSPNet_1 713x713 76.16 92.58 51.76 81.99

PSPNet_4 713x1426 82.37 95.37 49.42 81.27 

PSPNet_6 1024x2048 84.15 95.78 42.53 73.81

DeepLab_2 513x513 69.00 91.45 49.25 73.21

DeepLab_6 512x1024 78.81 93.13 51.19 73.46 

DeepLab_8 720x1440 82.68 94.32 49.65 70.59

ICNet_3 780x1560 83.49 95.34 44.12 78.02
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Name Input size
Cityscapes Berkeley Deep Drive 

mIoU, % PA, % mIoU, % PA, % 

0 
ICNet_4 512x1024 72.11 92.29 37.42 74.24

1 
ICNet_BN_1 1025x2049 87.73 96.57 43.24 77.45

2 
ICNet_BN_3 780x1560 83.61 95.39 43.91 77.65 

Table 6 shows the frame rate values and sizes for the models measured on various sets of equipment: 
 Set 1: CPU Intel Core i7-3770 (3.4 GHz × 8), GPU GeForce GTX 1070 (8 GB), 32 GB RAM. 
 Set 2: CPU Intel Core i7-6700 (3.4 GHz × 8), GPU GeForce GTX 1080 Ti (11 GB), 16 GB RAM. 
PSPNet and DeepLab v3 models have a higher generalizing ability than ENet and ICNet, however, their 

operation speed is much lower, and the model size is several times larger. ICNet with sufficiently high 
accuracy has a high speed, and the size of its model allows it to be used on equipment with limited resources. 
It allows to perform image segmentation in almost real time even on medium power equipment (set 1), which 
is rarely seen among neural networks for segmentation at the present time. UNet and ENet with a sufficiently 
high FPS have low accuracy. We assume that it is possible to increase their accuracy by additional training, so 
that they can be applied in some tasks. 

Table 6. Speed and size comparison 

Name Size, MB
FPS 

Set 1 Set 2 

UNet 139 31.42 47.16

ENet_8 1.8 34.24 53.90

PSPNet_1 264 3.48 6.51

PSPNet_4 264 1.83 3.50

PSPNet_6 264 0.96 1.79

DeepLab_2 168 12.67 22.68

DeepLab_6 168 6.84 11.97

DeepLab_8 168 3.56 6.56

ICNet_3 27 25.23 39.26

0 
ICNet_4 27 54.88 75.99

1 
ICNet_BN_1 27 15.93 23.36

2 
ICNet_BN_3 27 23.87 37.35

4.6. Analysis of accuracy results by category 
Table 7 presents the IoU accuracy by category. Figure 8 shows the histograms of the distribution of 

images by category. 
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It can be noted that in most classes a certain tendency is maintained regardless of the model, this is due to 
the frequency of the appearance of the class in dataset. Frequently found classes "road", "building", "car", 
"vegetation", "person" give high accuracy for any model, while the rare classes "wall", "truck", "train", "pole" 
have low accuracy regardless of model. It should be noted that the PSPNet and DeepLab B3 models are less 
affected by the class imbalance, and the UNet model seems to be able to learn only a few classes, however, 
with very high quality. 

Figure 8 – Histograms of the distribution of images by category 

Table 7. IoU accuracy by category 

Class 
IoU, % 

UNet PSPNet DeepLab ICNet 

road 97.34 88.87 86.24 76.39

sidewalk 73.27 38.87 41.58 48.78

building 93.71 84.80 87.68 83.91

wall 00.00 15.24 15.38 14.40

fence 00.00 46.63 50.52 15.49

pole 00.00 26.87 40.12 29.55

traffic light 00.00 42.17 26.95 34.10 

traffic sign 00.00 33.63 44.80 23.63 

vegetation 91.88 90.38 87.67 84.84

0 
terrain 48.76 34.62 18.23 38.35

sky 96.84 77.25 38.35 80.331
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Class 
IoU, % 

UNet PSPNet DeepLab ICNet 

2 
person 00.00 69.86 65.16 58.26

3 
rider 00.00 60.21 42.59 27.22

4 
car 95.90 95.13 91.85 93.85

5 
truck 00.00 24.41 28.14 11.24

6 
bus 00.00 21.82 50.71 24.12

7 
train 00.00 00.23 00.00 00.00

8 
motorcycle 00.00 67.10 46.44 32.71

9 
bicycle 00.00 65.41 73.48 42.40

mIoU 31.46 51.76 49.26 43.14

Figure 9, 10 shows examples of predictions. 

Figure 9 – UNet ignores small objects: signs, poles. DeepLab v3, PSPNet and  
ICNet correctly predict fence, although it is missing from the annotation 
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Figure 10 – UNet ignores small categories including people, the most visually  

accurate result belongs to DeepLab v3 model 

5. Conclusion 
In the paper, the current level of image segmentation methods is studied on the example of the task of 

driving environment segmentation. A review of segmentation methods was performed, which showed that the 
most promising group of segmentation methods for today is neural network algorithms. A review of neural 
networks for segmentation, libraries and frameworks for working with neural networks and datasets for 
training and testing was conducted. This paper also addresses the problem of lack of experimental studies 
showing the performance of neural segmentation with respect to each other. This complicates the selection of 
a neural network for a certain task and does not allow to see the real situation in the field of neural network 
segmentation methods. 

In the course of the work, several implementations of popular neural network architectures (models) 
were chosen - Unet, Enet, PSPNet, DeepLab v3, ICNet. All of these models were brought to a uniform format 
for the purity of the experiment and evaluated with different parameters.  

The best balance of speed-accuracy has the architecture ICNet. While for other architectures, 
performance measures are a bargain between speed and segmentation quality, ICNet allows both high 
accuracy and high speed. The advantages of this model are also its small size and the ability to use on high-
resolution images. However, this architecture is not very high generalizing ability, so the dataset for training 
should be as representative as possible. 

Neural networks DeepLab v3 and PSPNet have a higher generalizing ability, but these are “heavy” 
architectures - they require a sufficiently large amount of memory and have a low speed. However, in tasks 
that require high accuracy in terms of incomplete representativeness of training data, these models will show 
themselves better than ICNet. It should also be noted a feature of the entire DeepLab line of architectures, 
including the third version: high-quality selection of the contours of objects, while full-convolutional networks 
often get a fuzzy, smoothed silhouette. 

The ENet neural network was developed as “light”, i.e. lightweight, not occupying a large amount of 
memory neural network with high speed. This architecture can actually be run on weak hardware and at the 
same time have relatively high speed, but the accuracy of ENet is much lower than the other models 
considered. However, this network can be successfully applied in tasks that require segmentation of large 
areas that do not have small details (roadway, sidewalks, sky, facades, trees), if there is a limit on resources. 

UNet showed inability to learn many classes, but also showed high accuracy in a small number of 
learned classes. This model requires a fairly large amount of memory, but also has a fairly high speed. UNet is 
suitable for segmentation problems of a small number of classes with simple smooth contours that require 
high accuracy. 

In further work, it is advisable to train the considered neural networks on a group of datasets and conduct 
an evaluation again. There is a possibility that ICNet will show accuracy on the same level with PSPNet 
DeepLab v3. It also makes sense to conduct an evaluation with contour metrics. 
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Abstract 
The present paper deals with the consideration of a gait of a two-link crawling robot designed to inspect 

buildings on a horizontal rough surface. The interaction with the latter is carried out with the help of three 
supporting elements with a controlled friction coefficient, which allows the robot links to be fixed periodically 
on the surface. A classification of possible gaits of the device is given, two basic types are considered in 
detail: controlled and combined. For each gait, the sequence of stages, the conditions for the beginning and 
end of each of them are determined, and the diagrams of angular velocities and friction coefficients in the 
supports are constructed. 

Keywords: two-link crawling robot, friction coefficient control, gaits, controlled gaits, combined gaits. 
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Introduction 
Nowadays, with increasing frequency, in the event of natural and man-inflicted disasters, such as 

earthquakes, fires, floods, acts of terrorism, robotic means are used to carry out rescue, search and 
reconnaissance operations in completely or partially destroyed buildings. As the main areas of their 
application, searching for people under the rubble, detecting fires, analyzing the status of floors for safe rescue 
operations, monitoring the state of explosive substances in buildings, searching for passages to certain rooms, 
determining the presence and concentration of toxic substances in the air, etc. can be distinguished. 

Currently, scientists from different countries are conducting research in the field of creating snake-like 
robots for the above given purposes. Indeed, articles [1-3] deal with issues related to the development of the 
gaits of snake-like robots, as well as the issues of movement on surfaces with obstacles. For example, in [1], 
the development of such an algorithm (gait) for the movement of a crawling snake-like robot over an 
obstructed surface is described, so that the trajectory of the robot movement is smooth. In [2], a method for 
designing two gaits of a snake-like robot moving through pipes and over rough terrain is presented, in which 
the required configuration of a robot is formed by connecting the curve segments. The spatial movement of a 
snake robot in the presence of obstacles is considered in [3]; overcoming obstacles is provided by vertical and 
horizontal deformations of the robot's body in the presence of anisotropic friction between its links and the 
surface. Works [4-6] present issues on the motion of snake-like robots in limited spaces, including pipes and 
along cables. 

The choice of snake-like robots as reconnaissance robots is conditioned owing to their higher 
maneuverability and terrain crossing capacity over a non-deterministic surface in the presence of obstacles, as 
well as the ability to penetrate through narrow restricted spaces (slots, pipes, ventilation shafts), which are 
most often observed after natural and man-inflicted disasters. 

In this paper, it was decided to focus on the consideration of a two-link crawling robot, which moves 
along a horizontal rough surface. The design feature of the device is the presence of three supporting elements 
with a controlled coefficient of friction between them and the surface. This allows the robot to implement 
various types of gaits, which is the subject of this study. 

Description of the crawling robot 
We will consider a two-link crawling robot moving along the horizontal plane Оху, the links of which 1 

and 2 are interconnected by a rotating hinge 2O  (Fig. 1).  
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Figure 1 − Computational scheme of the two-link crawling robot 

The links of the robot will be envisaged in the form of absolutely solid rods with the lengths il , 1,2i  , 

and the masses im m , the centers of which coincide with the centers of symmetry of the rods - the points iC . 

At the ends of the links - in the points iO , 1 3i    - there are supports with controlled friction, similar to 
those described in the works [7-9]. Supports of this type allow for the increase of the coefficient of friction 
between the support element of the robot and the surface (the value of the friction coefficient is denoted as 

maxf ) to fix the link on the latter and reduce it for the link movement (the value of the friction coefficient minf
) owing to the change of supporting elements. The position of the robot on the plane is described by the vector 
of generalized coordinates 

T
1 1 1 2( , , , )C Cx y  q , (1) 

where 1 1,C Cx y  − stand for the mass center coordinates of link 1, 1 2,   − link 1 and 2 rotation angles relative 
to the axis Ох counterclock-wise. 

In the hinge 2O  a rotary motion drive is installed, ensuring the rotation of one link of the two-link 
mechanism relative to another.  

Classification of gaits and paths of motion of the crawling robot 
The gaits implemented by this robot can be classified depending on the presence or absence of the 

friction control in the supports, as shown in Fig. 2, into three types: inertial, combined and controlled. 

 
Figure 2 − Gait classification of the two-link crawling robot 

Inertial gaits are considered in detail in the works [10-12] and are observed in the absence of friction 
control in the supporting elements, in this work we will not study them. Combined gaits are possible with a 
combination of stages, during which inertial movements occur, with stages that are possible while controlling 
friction in supports. Controlled gaits are carried out only if there is friction control in the supports. We assume 
that during inertial movements the coefficient of friction of the robot's support on the surface is small − minf  − 
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and allows the support to slide, and the friction control leads to the increase of the friction coefficient up to the 
value maxf  and fixing of the support on the surface.  

Among the gaits of the robot it is possible to single out two basic ones: rectilinear motion and spot-turn 
operation. Using these two gaits, it is possible to realize the movement of a robot along various complex 
trajectories by dividing them into components. The most common complex trajectories are the arc of a circle 
and the s-shaped trajectory, therefore, for these types of trajectories, the corresponding combined gaits are 
considered. By the trajectory of the robot, we will understand the trajectory of the point 2O  2 2( )O Oy x . The 
most common types of trajectories along which the robot must move are shown in Fig. 3. 

     
 а  b  c 

Figure 3 – Types of trajectories (paths): а – straight, b – arc of a circle,  
c – s-shaped trajectory, 1-4 – trajectory sections 

The trajectory in the form of a straight line is shown in Fig. 3, and is described by the equation 

y kx b  , (2) 

where k  and b  − denote the coefficients, and the angle of inclination of the straight line to the axis Ох is 
equal to 

arctg( )k  . (3) 

The arc of the circle will be described by a piecewise continuous function. 
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We will assume that the given trajectory is formed by the n-th number of straight line segments of the 
same length 1 2 ... nl l l l    , the relative angles between which are equal to each other 21 32 , 1... n n      , 

where , 1 1n n n n      , n , 1n  − the angles of inclination of the corresponding straight sections to the axis 

Ох. 
The s-shaped trajectory can be described by a piecewise continuous function 
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 (5) 

The lengths of straight-line sections are equal 1 2 ... nl l l l    , and its main distinction from the 
circular arc is that the odd straight-line sections are parallel to each other, whereas the even ones are parallel to 
each other, i.e. 
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1 3 5 ...      , (6) 

2 4 6 ...       (7) 

Gaits of the crawling robot  
Let us consider the gaits of a two-link crawling robot.  

Rectilinear motion  
The rectilinear motion consists of three stages, shown in Fig. 4. In this and the subsequent figures on the 

left, the initial positions of the stages are shown, and on the right, the final fixed supports are painted black, 
and the fixed link is gray, the dashed line corresponds to the specified trajectory of movement. Let in the 
initial position the links of the robot be located relative to the trajectory of motion at angles ( )

10 10
n   , 

( )
20 20

n   , where 10 , 20  − the angles of links 1 and 2 of the robot relative to the trajectory, 
( ) ( ) ( )
10 20 0
n n n      − some given angle value at the moment of the motion start along a given trajectory, the 

friction coefficients in all the supports are equal to minf .  

 
Stage 1 

 
Stage 2 

 
Stage 3 

Figure 4 − Pictograms of the stages of movement of a two-link robot  
with rectilinear motion,  − the path covered 
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During the first stage (inertial), links 1 and 2 rotate in opposite directions (in Fig. 4 it is shown that link 1 
rotates counterclockwise, and link 2 rotates clockwise), while the point 2O  moves along the motion path. This 

stage is terminated when the links reach the angles ( )
10 10

k   , ( )
20 20

k   , where ( ) ( ) ( )
10 20 0

k k k      − some 
given angle value corresponding to the completion of the first stage. The second stage (controlled) consists in 
rotation of link 2 with respect to fixed link 1 until it reaches the angle ( )

20 20
n   , for fixing on the surface of 

link 1 the coefficient of friction in the supports 1O  and 2O is increased. The third stage is also controlled and 

consists in the rotation of link 1 relative to the fixed link 2 until the condition ( )
10 10

n    is met, for this the 

coefficient of friction in the support 1O  decreases and in the support 3O  increases. At the time of termination 
of the third stage, the robot is in the same position relative to the trajectory of movement, in which it was at 
the beginning of the first stage. In fig. 5, diagrams of angular velocities of the links are shown, where ± 1 
means the presence of angular velocity and its direction ("+" counterclockwise, "-" clockwise), and 0 is the 
stationary state of the link. In fig. 5, b diagrams of changes in the friction coefficients in the supports are 
given.   

                       
  а  b 

Figure 5 − Diagrams: а − 1( )t , 2 ( )t , b − ( )Oif t  in the rectilinear motion 

For visual clarity of the description of the rectilinear motion, all its main characteristics are summarized 
in Table. 1, the initial gait conditions are: ( ) ( )

10 10 0
n n     , ( ) ( )

20 20 0
n n     . 

Table 1. Characteristics of the rectilinear motion 

Stage Type of 
motion  

Generalized 
coordinates 

Termination 
conditions 

Fixed link Friction coefficients 

1Of  2Of  3Of  

1 inertial 
1 1 1 2, , ,C Cx y    ( ) ( )

10 10 0
k k      

( ) ( )
20 20 0

k k    

- min min min 

2 controlled 
2  ( ) ( )

20 20 0
n n      1 max max min 

3 controlled 
1  ( ) ( )

10 10 0
n n      2 min max max 
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Spot-turn operation 
Let us proceed to the consideration of the controlled gait of the robot - spot-turn operation. This 

movement is necessary if there is a change in the direction of movement of the robot, for example, from 
trajectory 1 to trajectory 2, as shown in Fig. 6.  

 

 
Stage 1 

 
Stage 2 

 

Figure 6 − Pictograms of the stages of movement of  
a two-link robot while spot-turn operation 

The gait consists of two stages, in the initial position the robot is located relative to the trajectory 1 at the 
angles (1) (1 ) ( )

10 10 0
n n     , (1) (1 ) ( )

20 20 0
n n      (Hereinafter, the superscript in brackets corresponds to the 

number of the straight line segment). During the first stage, link 1 is fixed on the surface, and link 2 is rotated 
relative to it clockwise or counterclockwise, depending on the relative position of the trajectories (in the 
example shown in Fig. 6, it is turned counterclockwise) until the condition (2) (2 ) ( )

20 20 0
n n      is met. 

Following that, during the second stage, link 2 is fixed on the surface, and link 1 is rotated relative to it in the 
considered case also counterclockwise until the condition (2) (2 ) ( )

10 10 0
n n      is met, that is illustrated in the 

diagrams of Fig. 7. 
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  а  b 

Figure 7 − Diagrams: а − 1( )t , 2 ( )t , b − ( )Oif t  while spot-turn operation 

Characteristics of the spot rotation of the robot are given in Tab. 2, the initial conditions of the gait are: 
(1) (1 ) ( )
10 10 0

n n     , (1) (1 ) ( )
20 20 0

n n     . 

Table 2. Characteristics of the spot-turn operation 

Stage Type of 
motion 

Generalized 
coordinates 

Termination 
condition 

Fixed link Friction coefficients 

1Of  2Of  3Of  

1 controlled 
2  (2) (2 ) ( )

20 20 0
n n      1 max max min 

2 controlled 
1  (2) (2 ) ( )

10 10 0
n n      2 min max max 

 

Motion along the arc of a circle 
As mentioned above, the use of two basic gaits allows for the realization of the movement of the robot 

along different trajectories, the most common among them are movement along a circle and along an s-shaped 
curve. Each of these gaits is a sequential combination of rectilinear movement with the robot's spot-turn 
operation in order to provide movement to the next rectilinear segment. Motion along a circle arc can be 
represented as consisting of three stages, diagrams of changes in angular velocities and friction coefficients on 
which correspond to diagrams in straight-line motion, shown in Fig. 5. The characteristics of this movement 
are given in table. 3. This gait can be used to overcome turns by the robot. 

Table 3. Characteristics of motion along the circle arc 

Stage Type of 
motion 

Generalized 
coordinates 

Termination 
condition 

Fixed link Friction coefficients 

1Of  2Of  3Of  

1 inertial 
1 1 1 2, , ,C Cx y    (1 ) ( )

10 10 0
k k      

(1 ) ( )
20 20 0

k k      

- min min min 

2 controlled 
2  (2 ) ( )

20 20 0
n n      1 max max min 

3 controlled 
1  (2 ) ( )

10 10 0
n n     2 min max max 
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Movement on the s-shaped trajectory 
The movement along the s-shaped trajectory is formed by six stages (Fig. 8, Tab. 4). The first three of 

them describe how the robot overcomes the first rectilinear section of the trajectory and its rotation in place 
for positioning on the second section of the trajectory; In the future, the stages of movement are repeated, 
because the odd trajectories are parallel to each other, and the even ones to each other. This gait can be used 
for a detailed survey of a certain area of limited space, for example, a corridor; in this case, each section of the 
s-shaped trajectory allows the robot to move from one corridor wall to another, inspecting the area. 
Alternatively, it is possible to bypass obstacles encountered on the way of the robot. 

       
  а  b 

Figure 8 − Diagrams: а − 1( )t , 2 ( )t , b − ( )Oif t  while motion along the s-shaped trajectory 

Table 4. Characteristics of movement along the s-shaped trajectory 

Stage Type of 
motion 

Generalized 
coordinates 

Termination 
condition 

Fixed link Friction coefficients 

1Of  2Of  3Of  

1 inertial 
1 1 1 2, , ,C Cx y    (1 ) ( )

10 10 0
k k      

(1 ) ( )
20 20 0

k k      

- min min min 

2 controlled 
2  (2 ) ( )

20 20 0
n n      1 max max min 

3 controlled 
1  (2 ) ( )

10 10 0
n n     2 min max max 

4 inertial 
1 1 1 2, , ,C Cx y    (2 ) ( )

10 10 0
k k      

(2 ) ( )
20 20 0

k k    

- min min min 

5 controlled 
2  (3 ) ( )

20 20 0
n n      1 max max min 

6 controlled 
1  (3 ) ( )

10 10 0
n n      2 min max max 

 
The use of all the gaits considered in this work allows the crawling robot to move in limited spaces in the 

presence of obstacles. In Fig. 9 an example of surpassing the corridor by a robot is given, the obstacles are 
painted gray.  
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Figure 9 – Movement of the crawling robot along the corridor 

The trajectory of the device motion is divided into four sections: А-В – rectilinear motion, В-С – motion 
along the s-shaped path to avoid obstacles, С-D – motion along the arc of the circle to overcome a turn, D-E – 
rectilinear motion while by-passing obstacles. It should be noted that at the points А-Е of connecting the 
sections of movement, the robot performs spot-turn operation for positioning on each of the sections of the 
trajectory. 

Conclusion 
The present article touches upon the gait of a two-link crawling robot moving inside buildings for 

reconnaissance and prospecting. A feature of this device is the presence of controllable supporting elements at 
the ends of its links, which allow interacting with the surface by supporting surfaces with two different friction 
coefficients: the support can move when the contact has a low friction coefficient, and the support is stationary 
with a large friction coefficient. This allows the robot to implement two types of gaits: controlled (one of the 
links is always fixed on the surface) and combined (inertial movements combined with controlled ones). In the 
paper, the most common gaits of the robot are considered in detail: a rectilinear motion, a spot-turn operation, 
moving along an arc of a circle and along an s-shaped path; it is shown how using the gait data it is possible to 
realize the device movement in a limited space with obstacles. 
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Abstract  
In this paper a mobile wheeled jumping robot is considered. The problem of creating an autonomous 

control system that allows to overcome obstacles is investigated. For the implementation of this system, a set 
of measuring tools has been developed, which allows to determine the presence and size of obstacles. The 
paper also analyzes the existing methods of circumventing obstacles and finding the shortest path, taking into 
account the different cost of moving through the wheel and jump propulsion. 

Keywords: wheeled robot, jumping robot, sensing, overcoming of obstacles. 
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Introduction 
In recent decades, more and more mechanisms can be found that combine the principles of a wheeled 

propulsion and a jumping mechanism. This is due to the wide possibilities to overcome difficult areas on 
rough terrain opening up in front of a mobile robot, moving with a separation from the supporting surface [1-
11]. Wheeled robots can be widely used for patrol missions, search work in difficult conditions, including 
among the rubble, i.e. in conditions where human movement may be difficult or unsafe. 

As a rule, mobile platforms are equipped with a system of cameras, additional sensors, information from 
which is transmitted to the operator’s post, which controls the trajectory of the device [1-11]. The 
disadvantages of this approach are obvious, therefore, within the framework of this project, it is proposed to 
develop a measuring system that allows the implementation of an autonomous mode of movement of a 
wheeled jumping robot. 

To do this, it is necessary to develop a sensing system, a system for preprocessing and data preparation, 
analyze the possibility of using existing SLAM-algorithms for solving the problem of constructing a map, 
review the path finding algorithms if the terrain map is known. As part of the work, one of the possible 
hardware implementations of the measuring set of an autonomous mobile wheeled jumping robot is shown. 

1. Description of the robot and justification of the measuring system 
One of the possible layouts of the wheeled jumping robot is shown in Fig.1. 

 
Figure 1 – Wheeled jumping robot: 1 – camera, 2 – power frame, 3 – Infrared rangefinder, 
4 – jumping mechanism, 5 – batteries, 6 – control system, 7 – jumping mechanism support 
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Fig. 1 shows a three-dimensional solid model of a prototype jumping wheeled robot. The design of the 
robot includes four driving wheels set in motion by DC drives. The robot has a rotary jump module, on which, 
in addition to the adjustable elastic support, there is an infrared distance sensor (rangefinder), which allows 
determining the distance to the obstacle, as well as its height. In front of the power frame, a video camera is 
installed. The mobile robot is equipped with a pair of lithium-polymer batteries and a control unit. The wheels 
are made of elastic plastic, which avoids damage when landing after a jump. Optionally, the robot can be 
equipped with a swiveling lidar, which is fixed on the power frame in front of the robot (not shown in Fig. 1). 
In more detail the design and operation of the mechanisms described in [12-15]. 

As is already clear from the presented figure, to obtain information about the surrounding space, it is 
proposed to use a system that includes an infrared rangefinder and a low-resolution video camera. The choice 
of this combination of sensors due to the wide possibilities that open with the simultaneous use of various 
types of sensors. Let us consider in more detail the methods for determining the presence and parameters of 
obstacles. 

2. Building a two-dimensional map of the environment 
When the robot moves in the autonomous mode, it is necessary to determine the presence of obstacles, to 

assess the possibility of overcoming them using the wheel propulsion or with the help of jumps. In case the 
obstacle is insurmountable for jumping by the robot, it is necessary to establish the shortest way to bypass it. 
If the environment map is known in advance, it is possible to apply path finding techniques. A detailed 
analysis of the applicability of various algorithms will be discussed below. If the environment map is 
unknown, then the mobile robot needs to search for the path simultaneously with the construction of the map. 
This task is solved using the SLAM-method. 

The essence of SLAM is to build a map of a previously unknown environment while simultaneously 
monitoring the current location relative to the starting point [16-18]. To date, the most popular methods are 
the “particle filter” and the advanced Kalman filter. The need to use complex filters due to the low accuracy of 
devices that measure the distance to the object. As part of this work, we will pay special attention to the 
selection of a set of measuring tools that allow implementing various SLAM-methods. 

To construct the map, it is necessary to accurately position the robot relative to the starting point [16-18]. 
To do this, the mobile robot must be equipped with angle sensors on each of the wheels. Note that the 
evaluation of the angular velocities of all four driving wheels and the measurement of the orientation of the 
robot using a magnetometer allow us to estimate both the trajectory of the robot and the amount of slippage. 
To determine the orientation of the device in space, it is convenient to use IMU-modules, for example, 
CMPS11 (Fig. 2, a). As a rule, these devices contain acceleration sensors, a gyroscope, an electronic 
magnetometer, a barometer, etc. Information from the sensors is filtered and multiplexed using various filters 
(Kalman, Majvik, etc.). 

To estimate the distance to the obstacles, laser rangefinders are usually used, often mounted on a 
movable base. As such a device, the lidar URG-04LX-UG01can be used (Fig. 2, b). However, the use of lidars 
requires a high-performance computing unit and is not always justified [19]. Mapping the environment, its 
analysis, finding the optimal path can be useful when using the map for several times. For example, in the 
process of searching, a robot can map an environment, moving from one section to another, remembering the 
best routes between sections, and in the case of repeated movement along them, use the maps and trajectories 
already received. But for the task of a one-time movement in an unknown area, mapping may be required only 
in order not to come to a dead end again in search of the passage. If the probability of hitting the “dead end” is 
low, for example, when driving on open rough terrain, then the presence of a complex system of orientation is 
not necessary. On the contrary, to ensure energy saving, the obstacle detection system should be simple and 
effective. 

To detect the presence of an obstacle and determine the distance to it, it is proposed to use the infrared 
rangefinder SHARP-GP2Y0A02YK0F (Fig. 2, c). When the robot moves, the control system constantly polls 
the distance sensor. At the time of the appearance of an obstacle, the robot reduces speed and moves to the 
required distance to the object. Next, an assessment is made of the shape and size of the obstacle using a video 
camera. 

To identify obstacles and complement a two-dimensional environment map, a digital camera with 
VC0706 data processing module is used (Fig. 2, d). The main advantages of the solution are shooting speeds 
of up to 10 frames per second, resolution of 640 by 480 pixels, relatively small size; USART or SPI interface. 
The processor has a built-in JPEG codec that allows to take pictures in automatic mode. For this module there 
are libraries that greatly simplify the processing of data from the camera. 
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Figure 2 − Components of the measuring system: a – IMU-module CMPS11, b – lidar URG-04LX-UG01,  
c – infrared rangefinder SHARP, d – digital camera with processor VC0706 

Since the distance to the object is known, the system only needs a separate image of the space in front of 
the robot to determine the possibility of its detour or jump over. If the object blocking the path to the robot has 
an extended length and its detour without additional information is considered impossible, the possibility of 
making a jump on (behind) the obstacle is estimated. The height of the object can be estimated both from the 
image from the camera and from the infrared rangefinder, which is attached to the turning mechanism of the 
jump. Thus, using the rotation of the accelerating module relative to the body, the rangefinder is aimed at an 
obstacle (Fig. 3). 

  
Figure 3 – Diagram of the use of the IR-sensor on the rotary mechanism of the jump  

to determine the height of the obstacles 
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If the set height of the object exceeds the capabilities of the jumping mechanism, then the search for a 
way around the obstacle is carried out. Schematically, the algorithm for passing an obstacle is shown in Fig. 4. 

   
Figure 4 − Algorithm for overcoming obstacles detected by the rangefinder and camera 

The method of implementation of movement along the blocking object may be different. When using a 
single distance sensor and a camera, the algorithm will be based on movement along the obstacle, periodically 
turning on the spot and re-analyzing the possibility of overcoming it by a detour or by jumping over. 

Two types of sensing system implementations allow building an environmental map with varying 
accuracy and speed. However, the search for the optimal (shortest) path with a known map is also an 
interesting task. 

3. Determination of the optimal trajectory of overcoming obstacles 
If there is a well-known environment map, the robot must determine the optimal, shortest path to the 

object. The classic way to search for a path is the wide search algorithm [20]. This algorithm performs 
research in all directions and can be useful not only for finding a path, but also for mapping when generating 
test polygons, etc. The disadvantage of the search algorithm in width is the impossibility of finding the 
shortest path at different cost of moving. 

In this example, the robot can move not only using the wheel propulsion, but also by means of jumps. 
The cost of such a move is different. So from the point of view of speed, the robot will spend time planning 
the trajectory of the jump, cocking the jump mechanism, etc. From the point of view of energy consumption, 
the jump also has a higher cost, since the consumption of the jumping mechanism is much higher than the 
drives of the wheel propulsion. However, detachment from the surface allows to move with greater speed and 
shorten the path by overcoming small obstacles. 
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Schematically, two different approaches to the implementation of movement on the map with obstacles 
from the starting point, located in the lower left corner of the map, to the end point, located near the upper 
right corner of the map, are shown in fig. 5. Movement using the wheel module is shown in Fig. 5, a, the 
number of steps in this method of movement is equal to 16. The use of the combined method of movement - 
due to the wheel module and jumps - is presented in Fig. 5, b, in this case the number of steps is 12. 
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Figure 5 – Scheme of finding the shortest path: a – when driving only on wheels,  
b – when using a jumping mechanism 

To find the way, taking into account the cost, use different methods. One of the most common is the 
Dijkstra algorithm [21]. This method allows you to make a path with different cost of movement, which fits 
the described task. The disadvantage of the methods shown is a uniform calculation in all directions, which 
increases the number of necessary operations in the search process. To improve the search efficiency, various 
heuristic search methods are used [21, 22]. 

To solve such a problem, it is convenient to use the methods of "greedy search", for example, the method 
of "greedy search by first best match." In contrast to the “search in width”, the closest point to the target will 
be used first. This method allows you to determine the path to the goal much faster, however, this path will 
not necessarily be the shortest. 

There are also more complex algorithms, including the wave algorithm, route algorithms, methods of the 
navigation grid, hierarchical obstacle avoidance algorithms, the "divide and conquer" method. 

The simplest and at the same time allowing to determine the best way, taking into account the cost of 
movements in various ways, is the A-Star – A* method [21]. There are ready-made libraries that implement 
such an algorithm, and its implementation does not require a high-performance computing module. 

Conclusion 
This paper discusses possible options for implementing a measuring system that allows you to implement 

automatic and semi-automatic modes of movement of a wheeled jumping robot. To detect obstacles, it is 
proposed to use an infrared distance sensor. To assess the shape and size of the obstacles are encouraged to 
use images taken from the camera. Additionally, you can estimate the height of the obstacle using also the IR 
sensor, but only when turning the hopping mechanism to aim the sensor. The paper provides a brief overview 
of the existing methods for finding a path and methods for constructing environmental maps using the selected 
sensor system. 
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Abstract 
Autonomy of UGV’s should be supported by efficient models of environment. Such models provide the 

implementation of various control tasks including navigation, trajectory planning, transportation over rough 
terrain with poor environment visibility etc [1]. One of the challenges is terrain identification for further 
motion planning [2,3]. This task is greatly complicated by the fact of significant limitation of energy and 
computational resources provided by mobile robots. 

The paper presents a new approach for terrain identification by UGV with known position and limited 
computational resources. It considers a combined method with direct and remote approach for terrain 
identification. 

The terrain data obtained from the identification system allows to effectively solve tasks of motion 
planning, SLAM and odometry correction [3]. 

Keywords: robotics, UGV, terrain identification, soil parameters. 
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Introduction 
Contemporary practice of using autonomous UGV on rugged terrain faces difficulties in solving auto 

move task. Classical navigation and mapping systems take into account only geometrical and color parameters 
of the environment but do not consider other important factors, such as friction, that strongly affecting the 
movement. 

It is important to identify the surfaces around the moving robot, for example in order to avoid slippery 
areas, weak soils, etc. Efficient path planning and environmental mapping is impossible without proper 
information about terrain properties. 

There are many papers devoted to the terrain and traversable regions identification. In these works, two 
main approaches are considered: remote and direct. The following section presents these methods in more 
detail. 

Direct and remote approaches 
The direct approach consists in detecting surface (or terrain) parameters directly during the interaction 

between robot chassis and surface. The most promising implementation of this approach involves 
measurement of the interaction forces. In the paper [4] a method for determining the underlying surface 
characteristics using  reactive forces analysis on the wheels obtained from the load cell integrated into the 
suspension elements was considered. In this work, the chassis performs standard movements for various types 
of underlying surface, accumulating information for training the neural network. 

Common direct approach disadvantages are: 
 direct interaction between robot chassis and surface; 
 using additional devices (force sensors, penetrometers, etc). 
The main advantage of this approach is ability of the friction forces direct measurement between robot 

chassis and surface. 
The remote approach is based on using computer-vision system for surface parameters estimation away 

from the robot. In paper [5], a system for surface type remote identification using integrated information 
obtained from video cameras and a scanning laser range finder is presented. 

Common remote approach disadvantages are: 
 indirectly surface parameters measurement, 
 pre-training for surface type and parameters detection. 
The main advantage of the remote approach is ability for surface parameters estimation far from a robot. 
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Combined Surface Identification Method 
Authors propose a new method, based on combining two previously mentioned approaches [4,5] for 

surface parameters detection. In this case it is possible to simplify each of the approaches separately, which 
allows to solve the identification problem with small computational resources. In figure 1 a variant of the 
algorithm that implements proposed method is shown. 

 
Figure 1 – Simple combining algorithm 

The algorithm presented in figure 1 shows the tasks distribution between direct and remote parts in 
surface parameters identification. The main task of the remote approach is mapping, while general goal of the 
direct approach is adding reliable information (friction parameters) on the map. 

The disadvantage of the algorithm is a long time needed for terrain exploration and surface map building 
by mobile robot. At the system starts the robot will have reliable information only about the surface on which 
it stands. The surface even at small distance from the robot will be less known to it. 

Direct identification 
One of the tasks involved in the development of the direct identification system was simplification of 

integration into existing robots’ models, thus only a standard set of UGV sensors was considered. In this work 
we used only wheel torque feedback (or current, in the case of indirect measurement), and localization system. 
The localization system consists of wheels odometry and remote 6DOF tracking system by AprilTag 3 [6]. 
The remote tracking system includes AprilTag markers installed on the robot (see figure 3) and RGB camera 
installed remotely to track the markers. 
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Figure 2 – Wheeled robot chassis 

In this work we used skid-steer robot with torque feedback for each wheel (fig. 2).  
We assume the task of the robot position estimation solving by localization system. The lower limit of 

sliding friction coefficient between each wheel and the surface can be estimated using a simple maximum 
search for the torque measured from the wheels: 
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where ܯሺݐሻ – torque on wheel, ݎк – wheel radius, ߙ – angle between ܨ and ܨ௨, ܰ – reaction force. 
Expression (1) is valid only if the wheel has direct contact with the surface. To estimate real value of the 

friction coefficient, it is necessary to consider only values obtained when slippage between the wheel and the 
ground occurs. The slippage can be determined using data from the robot's localization system and based on 
the torque information measured at the wheel. The second case is more complicated. 

Remote identification 
We tried to simplify the remote identification system integration of into UGV, so we used standard 

robot's vision system hardware. Such system may consist of different sets of sensors that provide two types of 
data: a points cloud, containing distances to obstacles, and color image of the robot working area. 

The main disadvantage of the remote surface identification systems is pre-training for different terrains. 
It is difficult because of training set creation complexity. In addition, these systems allow only to identify the 
type of surface without its parameters. Typically, these solutions are based on classifying the data by surface 
type. 

In this paper, we propose to use the remote identification system to solve the problem of clustering, 
rather than classification. This greatly simplifies implementation of such system, since this task does not 
require its training. 

The clustering task involves dividing the entire surface into regions with similar characteristics. From the 
robot vision system, at least two surface parameters can be obtained: the dispersion of the uneven heights D 
and the color information, which can be conveniently represented as three components: the color tone H, the 
saturation S, and the brightness V. Thus, the distance function characterizing similarity of surface parameters 
depends on four components: D, H, S, V. 

There are many types of distance functions used in cluster analysis to compare data: Euclidean, 
Minkowski, cosine, Mahalanobis distance, etc. [7]. There are also a large number of clustering methods that 
can be used to solve the problem: DBSCAN [8], Mean-shift [9], methods based on the hierarchical approach 
[10]. The particular method choice depends on computational capabilities of certain UGV model. 

The focus of this work is on the direct part of the algorithm that provide identification of the surface 
parameters. This part is discussed in detail in the next section. 

Direct identification algorithm 
The KUKA Youbot researching platform, with omni-wheels chassis (see fig. 3), was selected for 

experiments. 
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Figure 3 – Kuka Youbot robotics researching platform 

This work not considering omni-wheel chassis, that is why other wheels with low friction force (see 
fig. 4) was developed for replacement. 

 
Figure 4 – Wheel with low friction force for Kuka Youbot 

For validating the approach, a special software for friction coefficient detection between wheels and 
surface was developed. The algorithm that describes software operation process presented in Figure 5. 

Determination of slippage was performed by the operator. The lower limit of the friction coefficient was 
estimated using formula (1). The measured values of the wheel torque were filtered by Kalman filter. 
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Figure 5 – Algorithm of the direct part 

The developed software, which corresponds to the algorithm described above, was used to determine the 
friction coefficient of the robot wheels (see Fig. 4) with Stankin TP-15 laboratory floor. In Figure 6 the result 
of this experiment is presented. 



142 

 
Figure 6 – Friction coefficient 

The experiment was conducted with maximum robot speed - 0.8 m/s. Measurement plots are presented in 
Figure 7. 

 
Figure 7 – Wheel torque (top), wheel rotation speed (bottom) 

Figure 7 shows all robot acceleration stages. The movement begins with a sharp rise of torque, it is 
sufficient for slippage effect appearance. The fact that slippage has begun can be traced by the subsequent 
preservation of the torque, and at the same time an almost linear increase in the wheel rotation speed. The 
following part of speed curve is explained by overshoot in the wheel drive control system.  
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Meanwhile, the decline in the torque is explained by the frictional force approaching the boundary. 
Wheels rotation speed and real robot speed match each other and at the same time slippage decreases. This is 
followed by a small step in torque, as well as a drawdown in the wheel rotation speed, indicating the final 
overcoming of the friction boundary force and the end of slippage. In confirmation, Figure 8 shows similar 
plots, but for lower speed when slip did not occur. 

 
Figure 8 – Wheel torque (top), wheel rotation speed (bottom) without slippage 

 
As one can see, Figure 8 shows no torque stabilization with subsequent decline and jump. 
These features inherent in the slip process can be used for slippage detection, controlling a propulsive 

device with variable passability [11], building of accurate odometry calculation models and multi-UGV 
control on rugged terrains [12].  
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Abstract 
The system of orientation of the wall climbing robot with aerodynamic pressing to the surface is 

considered. The design of the robot is described. The problem of determining the orientation of the robot on 
the basis of data obtained from the accelerometer is solved. Using a moving average filter in real time, 
implemented on the basis of the onboard microcontroller is proposed. The filter allows to significantly reduce 
the noise and make the data obtained from the accelerometer suitable for determining the orientation of the 
robot. 

Keywords: wall climbing robot, moving average filter. 
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Itroduction 
A promising method of autonomous wall climbing robot’s fixation on surface is aerodynamicaly 

adhesion due to the creation of underpressure in the vacuum chamber located under the bottom of the robot 
[1]. A schematic image of the robot is depicted on Figure 1. The vacuum chamber is formed by the bottom of 
the robot body (1) and the displacement surface. The gap between the robot’s body and the surface should be 
minimized to minimize the required air flow by means of a sliding seal (5). The underpressure in the vacuum 
chamber is created by a fan (2) driven by an electric motor. Inadequate underpressure in the vacuum chamber 
can lead to the separation of the robot from the surface, or to its tilting or sliding, that ultimately will lead to a 
fall. Excessive underpressure will lead to increased energy consumption of the on-board power source and 
reduced battery life. One of the drawbacks of this type of fixation on the surface is the increased vibration of 
the robot’s body, due to the high frequency of rotation of the fan impeller, affecting the readings of sensors 
installed on board. It is necessary to know robot’s orientation on the plane and the angle of inclination of the 
plane to the horizon to determine the necessary equilibrium conditions on the displacement surface and 
control the movement of the robot [2]. The robot is equipped with two wheels (4) with differential drive and a 
turning wheel to ensure balance on the surface. Wheels driven by electric motors (3). Drive wheels fitted tires 
with increased friction coefficient.  

 

 
Figure 1 — Schematic illustration of the robot 

Since the movements of the robot are rather slow, we can neglect the acceleration of the robot when 
moving and consider its movements quasi-static. To determine the orientation angles, it is proposed to use a 
triaxial accelerometer IMU-10 (6) mounted on the body of the robot. In the quasistatic mode, the 
corresponding component of the gravitational acceleration is measured for each axis of the accelerometer. The 
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effect of vibrations on the accelerometer readings was studied at various orientations of the robot and at 
different robot’s rotation speeds of the fan impeller. A method is proposed for processing data from an 
accelerometer by using a moving average filter, which is widely used in various fields. [3-5]. The algorithm of 
the method is implemented on an onboard microcontroller operating in real time. The effect of deformation of 
tires on accelerometer readings is identified. A method for obtaining the orientation angles of a robot based on 
accelerometer readings is described. The error of determining the orientation of the robot is estimated at 
different robot’s orientation on the plane and the angles of plane’s inclination to the horizon at different 
speeds of rotation of the fan impeller. It is revealed that the error of orientation measurement essentially 
depends on the speed of rotation of the impeller. The use of a moving average filter allows to reduce the noise 
of the accelerometer readings to the required level in real-time calculations. As the onboard controller making 
calculations used Arduino uno board. Thus, the data coming from the accelerometer become suitable for use 
in movement control and calculating the conditions for ensuring the equilibrium of the robot.  

Determining the orientation of the robot 
Let be ݃௫, ݃௬, ݃௭ – the values of the accelerometer readings, which correspond to the projections of the 

gravitational acceleration vector on the axis of the coordinate system rigidly connected with the accelerometer. 
 

 
Figure 2 — Physical prototype of the robot, the arrow shows  

the location of the accelerometer 

The angle α of inclination of the robot`s body tj the horizontal plane and the angle β of the robot`s 
rotation relative to the horizontal can be expressed as follows: 
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In Figures 3, 4, 5 shows the data obtained during the experiment and the result of data processing with a 
moving average filter. In fig. 3 and 4 show the dependence of the inclination angle of the robot on time. It can 
be seen that the first 30 seconds before turning on the fan motor, the angle values are almost constant. After 
turning on the engine, the data spread increases significantly. In Figure 3 shows the result of the experiment 
when the robot rests on the wheels.  
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Figure 3 — Data on the angle of inclination, obtained on the basis of the accelerometer readings before 

turning on the fan and after turning it on at full capacity. The robot relies on wheels 

 
Figure 4 — Data on the angle of inclination, obtained on the basis of the accelerometer  
readings before turning on the fan and after turning it on at full capacity. The robot rests  

on the stand, so the wheels do not rest on the surface 

 
Figure 5 — Applying a moving average filter to inclination and orientation data.  

Fan speed gradually increases 
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The figure shows that after turning on the fan, the inclination angle increases. This is due to the 
deformation of tires on which the robot rests. In fig. 4 shows the result of the experiment when the effect of 
tire deformation is excluded. The robot is on a stand so that the wheels do not touch the surface. 

To reduce the noise of the accelerometer readings, a moving average filter was used using the following 
averaging algorithm: 
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The parameter ݓ ൌ ݐ െ ,ିேೢିଵݐൣ ିேೢିଵ depends on time, averaging occurs on the intervalݐ  ൧. Aݐ
value ܰ௪ ൌ 20 was determined experimentally, which corresponds to an interval of approximately 800 ms.. 

In Figure  5 shows an example of applying a filter for processing data about the angles of inclination and 
orientation of the robot. The fan speed gradually increased every ten seconds by 1/10 of the maximum speed. 
The graphs are for the case when the inclination angle of the robot is 67.5 degrees, and the orientation angle is 
60 degrees. From the two upper graphs it can be seen that the error in determining the angles is about 5 
degrees for the highest fan rotation speed. The bottom two graphs show the angles after the data was 
processed by a moving average filter. The error in determining the angles is no more than 1 degree. The 
algorithm of the method does not require large computing power, which allowed it to be implemented on the 
Arduino UNO microcontroller, which controls the operation of both the fan and the drive wheels of the robot. 
Filtering the signal from the accelerometer occurs in real time. 

Conclusion 
The influence of tire wheel deformation on accelerometer readings has been revealed. A method for 

obtaining the orientation angles of a robot based on accelerometer readings is described. The estimated error 
of determining the orientation of the robot at different positions of the robot on the plane and the angles of 
inclination of the plane to the horizon at different speeds of rotation of the fan impeller. It is revealed that the 
error of orientation measurement essentially depends on the speed of rotation of the impeller. The use of a 
moving average filter allows to reduce the noise of the accelerometer readings to the required level in real-
time calculations. The Arduino uno board was used as the onboard controller for the computation. Thus, the 
data coming from the accelerometer becomes suitable for use in controlling the movement and calculating the 
conditions for ensuring the equilibrium of the robot. 
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Abstract 
The paper describes the software simulation model of mechatronic module. Mechatronic module consists 

of a DC motor, a planetary and wave gear and a torque sensor. The simulation model represents the electrical 
and mechanical part of the mechatronic module. Simulation model provides an opportunity to develop and 
configure control systems, security systems of the manipulator before the possibility of full-fledged 
experiments. The model implements an algorithm for calculating the friction torque, which differs from the 
common one by the presence of a hypothetical minimum speed at which the mechanism can continue proper 
motion. The model was prototyped in Matlab/Simulink package, implemented in C programming language, 
tested as part of the operating software of the manipulator. 

Keywords: simulation model, mechatronic module, friction. 
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Now the RTC is actively developing manipulators. A full-fledged experiment is often not possible to 
conduct during robot development. For setting up experiments and debug software, we set a goal to develop 
a discrete model of the robot manipulator, including a discrete model of the mechatronic module. 

Problem could be solved using the mechatronic module discrete model: 
 Test and debug control software for mechatronic module 
 Test the control system with variation of motor parameters and the environment in a wide range 
 Emergency situation simulation 
 Modeling, explanation and systematization of emergency situations 
 Capitalization of knowledge and technology. 
 Automated search for dangerous conditions 
In our research, we consider manipulators with 6-8 mechatronic modules, which include a DC motor, a 

planetary and wave gears, an elastic shaft and a torque sensor. The mechatronic module also includes 
nonlinear elements – nonlinear electromagnetic effects in the motor, distributed friction in the motor and in 
the wave gear, elasticity in the wave gear. All these effects had to be taken into account in the discrete model 
of the mechatronic module. 

In our work, the mathematical model of friction contains a hypothetical minimum speed at which the 
mechanism can continue proper motion. This hypothesis is based on the assumption that at some low speed 
the kinetic energy is not enough to overcome the next "potential pit" and the kinetic energy is either 
immediately dissipated into heat or passes into the energy of damped elastic oscillations, which can be 
observed when stopping various mechanisms. 

System describing friction (on the example of motor friction) 
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 ,୴୧ୱ – viscous friction torque	୰ܯ
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ω – motor speed, 
∆ω – minimum speed of the motor at which the static friction stop function. 

The structure of the mechatronic module includes an elastic link – wave gear. We suspect that the 
dynamic equilibrium (redistribution of forces) in the system of elasticity is established faster than the period of 
integration of the discrete model (50 µs) and the whole system behaves as a second-order system from an 
external observer point of view ("load on a spring"). 

After research made, we stopped at the model of mechatronic module, which conditionally divides it into 
two units so that the links of elements in the composition of each node are relatively rigid.  The first unit 
includes the model DCM, planetary gear and wave generator, the second unit – the driven part of the wave 
gear and the shaft between the wave gear and the torque sensor. Each of the units has its own friction model 
and reduced torque of inertia. 

Discrete model functionality depends on a set of modes, produced by the state of nonlinear elements. 
Each unit of the  mechatronic module model can be in one of the states: 

1) State of rest - the static friction force keeps the node in a stationary state
2) The state of “breakaway” - the node comes into motion, but static friction force still exists
3) The node is in motion and a typical model of dry and viscous friction exists

Figure 1 – Graph of transitions between working modes of the mechatronic 
module depending on friction 

The mechatronic module model has 9 modes – for each of the combinations of node States. In General, 
when all the mechanisms are set in motion and the friction forces no longer cause nonlinear distortions (we 
believe that the static friction on is constant and is considered as a static load), the model of the mechatronic 
module dynamics is presented as follows: 
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R, L – resistance and inductance of rotor winding, 
Km, Kv – motor constants, 
U, I – voltage and current of rotor winding, 
߱, ߮ – motor speed and angle position, 
	௪௩ܬ,ܬ  – moment of inertia of motor shaft and wave gear shaft  
Z	, Z௪௩	 – planetary and wave gears ratios, 
Kelastic – elasticity coefficient of wave gear, 
 .ௗ  – load torqueܯ

Or in vector-matrix form: 

ሶܺ ൌ ܺܣ   ,ܷܤ

ܣ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
െۍ

ோ


െ

ೡ


0 0 0
м


0
ౢ౩౪ౙ

ೌ	ೌೝ
మ ೢೌೡ	ೌೝ

మ 0
ౢ౩౪ౙ

ೌ	ೌೝೢೌೡ	ೌೝ

0 1 0 0 0
0 0

ౢ౩౪ౙ
ೢೌೡ	ೌೝೌ	ೌೝೢೌೡ	ೌೝ

0
ౢ౩౪ౙ

ೢೌೡ	ೌೝ

0 0 0 1 0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

(4)

ܺ ൌ

ۏ
ێ
ێ
ێ
ۍ

ܫ
߱
߮

߱௪௩	
߮௪௩	ے

ۑ
ۑ
ۑ
ې

The matrix A from the system presented earlier has no inverse. So we need to change the basic vector of 
the system. New basis includes current, motor speed, the speed of the output shaft of the wave gear and the 
position difference given to the output shaft of the wave gear.  
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The solution of the system will be obtained by the matrix exponent method. We introduce a time 
discretization. 
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It is necessary to calculate the position of the motor and the output shaft of the wave gear, since only 
their difference is calculated, given to the output shaft of the wave gear. The position of the motor is the 
integral of the motor speed, so we need to find the antiderivative of ሶܺ . 

ሶܻ ൌ ܨ ሶܺ   (13) 

The matrix F need to receive only the integral of speed, so we fill diagonal only 2 and 3 line 
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Each mode has its own system of linear differential equations with constant coefficients. The algorithm 
of the discrete model is as follows: 

The calculation of new moments of motor load and wave gear (ܯௗାଵሻ 
Selected model mode: 

ାଵݎ ൌ 	ܵሺХ,ܯௗାଵሻ  (17) 

 ,ାଵ – modeݎ
ܵ – mode calculation function 

The friction torque is determined according to the current mode. From the specified voltage, the friction 
torque and the load torque on the motor is formed by the input vector ܷାଵ. 

Calculated the increment of phase coordinates 

∆ܺ ൌ ೖశభܺܣ   ೖశభܷ  (18)ܤ

Calculated the values of phase coordinates 

ܺାଵ ൌ 	ܺ  ∆ܺ  (19) 

Calculated the rotation angles 

ܻାଵ ൌ ାଵܺܨ  ܻ  (20) 

To verify the obtained discrete model in the MATLAB Simulink system, a prototype of the model was 
developed, which implements a complete mathematical model of the mechatronic module taking into account 
all elastic and nonlinear interactions and its discrete model with a switchable structure. 

The model and the prototype showed similar results under the same effects. Speed misalignment of the 
output shaft of the wave gear 5·10ିହ. The calculation time of 1 second of the model took 0.85 seconds with a 
sampling time of 250 µs. 
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Next, the verified discrete model of the drive dynamics is translated into the "C" language. This makes to 
integrate the dynamics model into the simulation model. The calculations are significantly accelerated. Thus, 
all other things being equal, the calculation time decreased from 0.85 to 0.016 seconds. The simulation model 
can be easily integrated into top-level control systems. We replaced the real drive with a simulation model, 
leaving all the software. This allows us to develop and explore software in near-real-world environments. 

To verify the simulation model, an experiment was carried out in which the same input signal was 
applied to the real mechatronic module and to the simulation model. We gave a triangular signal to the input 
(see Fig. 2). The simulation model and the real module worked out the position and speed on the output shaft 
of the wave gear with negligible error. 

 
Figure 2 – Compare of simulation model with real mechatronic module 

As a result the model of mechatronic module compatible with real software was developed, which 
simulates the operation of the real module with tolerable accuracy. This makes possible to configure the 
control system, check its performance with various parameters, check the reaction of the mechatronic module 
in emergency situations. Ability of simulation model to work in real time allows to use it for complex 
modeling and testing software of robotic systems before full-fledged experiments. 
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Abstract 
The robotic system operates in extreme conditions. This means that the output of certain system 

parameters is at the limits of permissible values, up to the violation of technical requirements. Under these 
conditions, system reliability indicators are no longer relevant. A relevant indicator is the safety of the system. 
Procedures for detecting hazardous situations are carried out and methods for their prevention are defined to 
determine the specific safety requirements. Each hazardous situation is associated with the violation of safety 
requirements imposed on a system element or on a step of an operation. For robotic manipulator operating in 
an extreme mode, the identified warning methods will be ineffective from the operator’s point of view. There 
are a lot of indicators that must be monitored to prevent a hazardous situation (tens or even hundreds), and the 
time to make a decision is severely limited (hundreds of milliseconds). However, as a result of a series of 
procedures, it was possible to obtain specific safety requirements and descriptions of the conditions under 
which such violations become possible. The obtained data is proposed to be used to calculate the safety index. 
The safety index is an integrated evaluation of the situation that is displayed to the operator. The value of the 
index is the result of numerous simulations of the system elements work with certain variations of significant 
parameters. This evaluation will allow the operator to quickly make a decision when working in an extreme 
mode. Thus, the key goal of the work is to determine the possibility of implementing this approach. 

Keywords: robotics, extreme conditions, safety. 
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Introduction 
A number of tasks solved by robotic manipulators are associated with work in extreme modes. In 

addition to providing the basic functionality, it is required to ensure the safety of the robot and its 
environment. For this, it is necessary to formulate the safety requirements for the robot and explore ways to 
ensure them. The robot safety issues relate to the interaction of the robot and the person acting as an object of 
the robot's activity (for example, a medical robot manipulator and a patient). The safety of robots in extreme 
conditions remains an open question. This work is aimed at determining the safety concept of a robotic arm in 
extreme conditions, developing an approach to formulating security requirements and maintenance of it. 

Features of the extreme modes 
Extreme modes of robotic manipulators operation have their own specific features. Firstly, the damage 

from the failure to complete a given task is comparable or even higher than the damage from the loss of the 
robot. Examples of such tasks are an accident liquidation, people rescue, tasks for repairing space stations, on 
which the safety of astronauts depends, tasks of moving dangerous loads. The robot may fail, but it must solve 
the problem. Secondly, the deliberate use of the robot at the boundary of operating conditions. Work in 
extreme conditions involves the output of the robot parameters beyond the limits specified in the 
documentation – increased moments, long cycles of continuous operation, work in conditions of high/low 
temperatures, the excess level of exposure by the harmful environmental factors (radiation, the chemical 
composition of the environment, humidity). 

In such modes, the reliability of the robot is not an indicator on which the operator can rely when 
choosing an operation algorithm. The operator’s goal is a safety assurance of the robotic system. The 
probability of the successful implementation of tasks assigned to the robot depends on how long the safety 
will be maintained. By safety we mean the following: 

1) a robot safety for the environment and the working area; 
2) a robot safety for itself. 
The first is determined by the preservation of the objects and the health of people in close proximity to 

the robot, the lack of movements that are not obvious to the operator, which may cause him to react 
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inadequately to what is happening. For example, work on the boundary of the working area, when for a small 
displacement of the output link it may be necessary to move several links with high speed to change the 
configuration of the robot. 

The second includes the structural integrity of the robot (no mechanical damage) and its electrical part – 
drives, power converters (no faults due to exceeding the permissible limits of currents or voltages). 

The time the operator performs the main task and the results of its implementation depends on the time 
during which the goal is still being achieved. The failure of the robot, which does not allow the operator to 
complete the task, is unacceptable. At the same time, the robot works on the boundary of the operating 
conditions. These factors determine the extremely high, and sometimes incompatible with the human 
capabilities, requirements for the operator in terms of decision making speed and quality of a decision. In 
addition to performing the main task, the operator must continuously ensure the safety of the robot. 

Safety requirements and HAZOP procedure 
To present safety requirements for the characteristics of various parameters of the robot, it is necessary to 

determine which states of the robot should be considered hazardous. For this, a hazard and operability study 
(HAZOP) is conducted [1, 2]. HAZOP – is a process of detailed and structured identification of hazards for 
individual technological systems (sectors, nodes). This method is preferable at the completion stage of the 
project development when the main constructive and technological solutions are worked out. At present, a 
number of manipulators with a similar structure have already been developed, which allows us to consider the 
robotic manipulation system as a finished product [3, 4]. 

During the HAZOP procedure, the manipulation system is divided into separate components, the 
deviations of the characteristics of which must be considered using control words. Such division into the 
elements is presented in fig. 1. 

 
Figure 1 – Division of the system of the robotic manipulator into the elements 

For example, one of the most common causes of a robot hazardous condition is chosen – an overheating 
of the stator winding insulation. If the robot is in such a hazardous state, the result will be either a failure of 
the power converter or failure of the motor. Both cases deprive the robot of the main functionality and make it 
impossible to continue working with it. A fragment of the HAZOP worksheet for this hazardous condition is 
presented in tabl. 1. 

During the procedure, it was found that there is no way to prevent an increase in the insulation 
temperature. The HAZOP group proposed the following possible solutions: 

1) an installation a temperature sensor on the insulation; 
2) a power consumption measurement for determining the thermal mode of a motor; 
3) a use of the temperature observer for motor winding. 
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Installing an insulation temperature sensor reduces reliability, increases system complexity, adds another 
element that requires research. In addition, the motor often does not provide for such modifications, and 
installing a sensor outside the insulation will introduce a delay, which will make the detection system useless. 

Table 1. A fragment of the HAZOP worksheet 

Control word HIGHER 

Element The temperature of the stator winding insulation 

Error Exceeded insulation temperature 

Possible reasons Violation of the motor thermal mode by the operator 

Effects – Short circuit in the power converter 

– Motor failure 

– Electric shock to persons 

Existing safety measures Do not exist 

Assessment of the situation Unacceptable 

Action required Install an insulation temperature sensor or use a motor temperature 
observer or an algorithm for determining the thermal mode of a motor 
based on the power consumption 

Measurement of the motor power consumption allows evaluating the motor thermal mode, in particular, 
the temperature of the motor windings, without changes in design. However, in case of a three-phase motor, 
this option may not be very informative – the current can be distributed between the phases evenly and can 
flow through one, leading to local overheating. 

The use of a motor phase temperature observer allows estimating the temperature of each phase based on 
the current that flows in it. In this case, additional structural elements are not required, and the achieved result 
is comparable with the installation of the temperature sensors on each phase. This option is considered the 
most acceptable. 

If one of the proposed options is implemented, the temperature of the motor windings of the joint will be 
displayed to the operator who can determine the order of further actions based on the requirements for 
maximum temperature (for example, change the configuration of the robot so that the heated joint becomes 
less loaded). 

However, it should be noted that the robotic arm usually consists of 6-8 joints. This means that the 
operator needs to monitor the temperatures of each winding of all motors, this is 18-24 parameters, in parallel 
performing of the main task. When working in extreme mode, the temperature of most joints will be at the 
boundary of the maximum allowance. In this case, the operator will not be able to determine which 
configuration of the robot to choose in order to accomplish the task. The presence of a temperature indication 
will no longer allow him to determine adequately the order of further actions. 

Safety index as an integrated evaluation 
An approach to determine the integrated evaluation of the situation (the safety index) is proposed. The 

main tool for determining the safety index is the simulation model. During the development of robotic 
manipulators, sufficient experience has been gained in working with simulation models; therefore, they were 
chosen for the safety task. 

The main idea of the approach is as follows: the current parameters of the robot are determined in real-
time. Then the system is simulated for the near future in the most likely states. For example, it can be the 
reaction time of the operator. After that, the number of safety requirements violations is determined. The 
conditional frequency, which determines the ratio of unsuccessful outcomes to all the simulated variants under 
given initial conditions, is called the safety index. 

The proposed approach can be described by the following algorithm: 
1) an identification of condition/goal combination; 
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2) a statistics set – multiple simulation modeling of a robotic system with appropriate variations of 
operating conditions for a given period of time; 

3) an approximation of the function of the conditional frequency of safety requirements violations; 
4) determining the safety index – the ratio of the number of negative outcomes to all the results of the 

simulation model. 
A condition is a set of current characteristics of the robot parameters, a goal is the state of the robot 

defined by the operator. The choice and variation ranges of parameters under given conditions and goals are 
determined by a group of experts by brainstorming. 

Consider the application of the proposed approach by an example. Suppose the simulation model is a 
thermal model of the stator windings. The initial parameters of the model are: 

1) the temperature at the beginning of calculations; 
2) thermal mode of the motor at the beginning of calculations; 
3) reference values of thermal resistances. 
The task of the simulation model is to calculate the temperature of the stator winding after a fixed period 

of time with the variation of thermal resistance and thermal mode of the motor within the possible range. After 
that, the calculated temperature is compared with the allowable maximum for insulation of the stator winding 
and the number of outcomes leading to motor failure is determined. 

The expert group determines the parameters, the variation of which may affect the characteristic to which 
the safety requirements are imposed. To determine the parameters, the following situation was considered: a 
six-link robotic arm maintains the position of the gripping device under the action of high torque. The 
configuration of the robot is shown in fig. 2. 

 
Figure 2 – The position of the robot for which the calculation was made:  
the goal is to hold the position of the gripper under the external moment  

(the direction of the action is shown by the arrow) 

If in this case, the operator keeps the links of the manipulator stationary, then in the motors of revolute 
joints, compensating the moment, the current will constantly flow through one winding. This can lead to a 
rapid increase in the temperature of this winding and overheating of the insulation. It was suggested that if the 
coaxial links rotate with equal speed in opposite directions (see fig. 3), the heating of the windings will be 
longer and more uniform. Simulation has shown that the assumption is true. Fig. 4 shows the heating of the 
windings at different motors speeds. 

The speed parameter is one of those, which variations affect the characteristic of the parameter to which 
the safety requirements are imposed. In addition to speed, the temperature of the windings will be influenced 
by the change in current, since it is the flow of current through the winding that causes its heating. A group of 
experts during a brainstorming determined the ranges of the most probable variations of parameters: current – 
from 20 A to 30 A, speed – from -0.5 rad/s to +0.5 rad/s. 
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Figure 3 – The choice of variable parameters 

 
Figure 4 – The effect of speed variation on the phase insulation temperature 

On a certain space of parameter variations, a simulation was carried out with a subsequent approximation 
of the conditional frequency function and a safety index was determined. The results are presented in fig. 5. 
Calculation parameters were as follows: 

1) the calculation was made for one joint of the robot (temperatures of three windings) for the case of 
rotation with a speed of 0.4 rad / s and a current of 23 A; 

2) time range of the calculation was 25 s; 
3) variable parameters for a set of statistics were the speed and the current in the joint motor phases. The 

range of parameters variation: speed – from -0.5 rad/s to +0.5 rad/s, current – from 20 A to 30 A; 
4) simulation time span was 300 ms (approximate reaction time of an experienced operator). 

 

Figure 5 – Approximated winding temperature function  
with selected parameter variation range and the calculated safety index 
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In addition to the elements of the robot system, to which the safety requirements can be applied, various 
operations performed by the operator can also lead to adverse consequences for the environment and for the 
robot itself and the operator. Therefore, it is necessary to identify possible hazardous conditions and put 
forward safety requirements for specific phases of the operation. 

Perform a HAZOP procedure for the operation. To do this, it is necessary to divide it into elements, 
choose the parameters of the elements and determine the characteristics of these parameters. After that, for 
each of the characteristics, apply control words to determine possible hazardous states. As an operation, 
moving of a gripping device of the robot with a given speed was chosen. For the case of operator control, this 
type of movement is one of the most common. The decomposition of the robot movement process is shown in 
fig. 6. 

 
Figure 6 – Elements of the operation «Moving a gripping device of the robot» 

Partially carried out the HAZOP procedure. The result is presented in tabl. 2. 
When working on the boundaries of the working area, the movements of the manipulator are not always 

obvious to the operator, so it is not always possible to visually determine the possibility of an accident. 

Table 2. HAZOP procedure for the element «Determining the current position» 

Control word NOT LIKE AS 

Element Determining the current position 

Error The actual position does not match measured 

Possible reasons Plastic deformation of links under load, thermal expansion 

Effects When working on the border of the working area, surrounding 
damage – jamming the robot, the failure of the joint 

Existing safety measures Choice of the working area, taking into account possible deformations 
of the links, protection against over-torque of the link (under 
conditions of extreme operation, these measures are often neglected) 

Assessment of the situation Unacceptable on the boundary of the working area 

Action required Does not exist 

Thus, the following should be taken as a safety requirement: deviations of the real position from that 
determined by the control system should not lead to a collision of the manipulator with those objects which 
positions are known to the control system (including collision with itself). 

After the safety requirements are presented, the algorithm proposed earlier is executed. 
Firstly, conditions and goal are identified. Conditions are the current positions of the links of the 

manipulator located on the boundary of the working area. The goal is to move the gripper with a given speed. 
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Then, a group of experts determines a set of parameters which variations may affect the characteristic of 
the element and the setting of the range of these parameters variation. The dimensions of the links are 
considered as such a parameter. Characteristics of this parameter are length, width, height of links (in meters), 
moments of inertia of links (in kilograms per square meter). For these characteristics, possible variations are 
chosen. The simulation model for this case is a geometric model of the robot. 

As a result, it becomes possible to implement the proposed approach in two different cases. The approach 
allows calculating a common safety index for the case of several hazardous states, using several simulation 
models. The calculated safety index should be displayed to the operator as a single indicator that determines 
the level of hazard at the current time, taking into account the permanence of the goal. It can be converted into 
various risk assessments or can be applied by the operator for a comprehensive assessment of the need to 
continue the work of the robot, taking into account the factors known to him. 

The aim of further research is to check the possibility of implementing the approach for a larger number 
of special cases, checking the adequacy of combining the results and implementing the approach on a real 
robot. 

Conclusion 
The possibility of implementing an approach to ensuring the safety of the robotic arm has been 

determined. The proposed approach allows calculating a single safety index for the case of several hazardous 
conditions, using several simulation models. The display of the safety index allows the operator to pre-detect 
hazardous situations. The purpose of further research is to verify the feasibility of the proposed approach for a 
larger number of special cases, to verify the adequacy of the merging of the results, and to implement the 
approach on a real robot. 

References 
 GOST R 51901.11-2005 «Risk management. Hazard and operability studies. Application guide». 1.
 Ibadulaev V., Stepanov I., Turusov S. Experience of creating decision support systems in emergency 2.

situations // Monitoring. Science and Technologies. 2014. № 2. Pp. 14-31. 
 Shardyko I.V., Yusupov A.N. Implementation of stiff and compliant control for joint of space 3.

manipulation systems // Robotics and Technical Cybernetics. 2018. № 4. Pp.60-67. 
 Shardyko I.V., Titov V.V. A closed-form solution of IK task for a 6-DOF manipulator with pitch axes 4.

offset and a technique of fast joint space trajectory computation // Proceedings of the International 
Scientific and Technological Conference «Extreme Robotics». November 2-3, 2017, Saint Petersburg. 
Pp. 23-29. 

  



161 

A.N. Kosenko, D.M. Korolev, O.A. Shmakov 

METHODS OF USING MODULAR CIRCUIT UNITS  
FOR MOBILE ROBOTIC SYSTEMS DESIGN 

The Russian State Scientific Center for Robotics and Technical Cybernetics, Saint Petersburg, Russia  
kosenko.ank@yandex.ru, d.korolev@rtc.ru, shmakov@rtc.ru 

Abstract 
The object of the research is mobile robotic systems built using modular units. The aim of the work is to 

substantiate the effectiveness of building a control system for robots for various environments based on a 
modular basis. 
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Introduction 
One of the important features in the development of mobile robotic systems is the possibility of 

simplifying the development or unification of the systems. Unification means that in different systems there 
are common interchangeable blocks. In addition, it should be possible to expand or change the functionality of 
the system depending on the tasks assigned to it. The possible solution is the use of modular units as part of a 
robotic system. Various modules can be interchangeable to perform specialized tasks, as well as common 
within a robotic platform and control system. The aim of the paper is to develop the structure of robotic 
systems for various environments (ground, air, and sea) using a modular approach. 

Modular approach in the control system development 
The use of modular units is one of the approaches in the development of a control system for robots with 

the possibility of application in different home-based environments – ground, air, and underwater. Modularity 
provides a single common approach in the design, which greatly simplifies the workflow [1]. 

When designing a device, several basic points can be highlighted. Firstly, it is necessary to form a 
technical task that describes in detail the required functionality of the device. Secondly, it is necessary to 
develop a functional diagram of the device. Thirdly, it is necessary to develop a schematic diagram of the 
device. The next steps are the development of printed circuit boards, the purchase of components, installation, 
assembly, debugging, and so on. 

The first two steps give a general understanding of what the developed device is. Directly at these steps, 
the common nodes that are present in individual parts of the device are already visible. Accordingly, at the 
step of the schematic diagram design, there are two possible approaches. First, it is possible to combine all 
nodes into groups and to develop a separate printed circuit board with exclusively required functionality for 
each. This approach has several advantages and disadvantages. The advantages of this approach are found 
during the development of large or medium-sized batches of devices – because the order of large batches of 
boards and their components is cheaper than purchasing a single device. 

The second approach is to use of modular construction of the device. The essence of this approach is to 
use separate modules – nodes that are common in the development of various devices. In particular, in the 
development of mobile robotic systems, such common components can be distinguished: a computer, an 
autonomous power supply, an electric drive controller, and others. 

On the one hand, several drawbacks can be identified in this approach. First, a large number of modules 
in one device requires a large number of cable connections, which can lead to errors when installing the 
product. Secondly, such modules should be unified, which is both an advantage and a disadvantage. This 
means that the board should contain the maximum possible functionality that may be required to solve various 
tasks. For example, a module that must switch between the interfaces UART and RS485, RS232, CAN, etc. 
The board must contain all types of converters, there must be input connectors for connecting to all these 
interfaces, but at the same time, there are no guarantees that under the conditions of this task all interfaces will 
be needed. Thus, the board will have dimensions that are larger than required and have extra components on 
it. However, the modular approach has one major advantage (especially if the disadvantages of this approach 
can be reduced). The use of modularity can significantly simplify the development process of the device and 
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significantly reduce the time spent on development. In the ideal case, the time for the development of printed 
assemblies is zero (all the required modules have already been developed in advance). In addition, the use of 
the distributed modular structure of the control system will make it possible to reduce the price and expand the 
possibilities of upgrading such system by replacing existing modules or adding new ones that increase the 
functionality of the robot. 

The development of a robotic system for different basing environments 
The most obvious is the modular approach in the development of robotic systems for various 

environments – ground, air, and sea. Directly in each robotic system of its home environment, there will be 
common elements – a computer, an autonomous power supply, an electric drive controller and others. Further, 
each of these modules is considered in more detail. 

The computer is a component of the control system that provides centralization of computational 
operations in the process of control a separate robot. The basis of this device is the motherboard of the robotic 
system, the key node of which is a microcontroller. 

The tasks of this unit include: 
 implementation of centralized control of individual nodes of the robotic system, 
 ensuring and monitoring the status of a power supply of individual components of the robotic system, 
 formation of a data bus, switching signal lines between the nodes of the robotic system. 
To perform these tasks, the device is equipped with the following components: 
 connectors for connecting an autonomous power supply, functional blocks and microprocessor 

debugging, 
 LEDs indicating the normal operation of the connected functional blocks, 
 smart protection switches on the power of the connected blocks, 
 interface converter, which forms the internal data transmission bus, 
 programmer based on a microcontroller. 
The autonomous power supply provides electricity for all functional units of a mobile robot, ensuring a 

given autonomy duration, high current output to enable simultaneous activation of the maximum number of 
functional blocks, as well as protection of the power supply in terms of voltage, current, and temperature. 
When choosing a microcircuit that charges an autonomous power supply, it should be guided by such 
parameters as the supported number of cells, cell types and the presence of built-in cell protections. When 
choosing a microcircuit that monitors and controls the battery pack, it is necessary to provide a possibility of 
independent measurement of the battery charge level, along with the process of charging and discharging, to 
protect from emergency situations. 

Also, an important component of the robotic system is the motor controller. At present, the 
overwhelming majority of electric drive modules presupposes the use of brushless electric motors due to their 
power parameters (from units of watts to hundreds of watts) and the possibility of implementing flexible 
control modes. The absence of the collector reduces the weight and size of this design, and also reduces 
interference. The design of the brushless motor allows its use in water and aggressive environment [2]. 
Accordingly, a single controller module allows widespread use of brushless motors. This module contains the 
control part of the circuit (microcontroller, power bridges, power sources) and is a universal platform for 
controlling drives, equipped with the interfaces shown below: 

 two SPI channels, 
 two incremental encoders, 
 absolute position sensor 
 Hall sensor, 
 CAN, 
 UART, 
 analog inputs/outputs of general-purpose, 
 digital inputs/outputs of general-purpose. 
Another necessary node of the robotic system is a unit of audio-video surveillance equipment. This unit 

allows monitoring the surroundings the robot. The unit itself can be divided into separate modules that 
perform their tasks. It is supposed to use the following elements as modules of the audio-video surveillance 
equipment unit: 

 microphone module, 
 a standard video camera module 
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 a zoom camera module, 
 a thermal imaging camera module, 
 switching module. 
The microphone module allows audio monitoring with support for hardware compression of the sound 

range. A standard video camera module includes a video camera and a filtering and control board. This 
module is designed for general monitoring of the environment in conditions of sufficient illumination. For 
example, camera BHV1000 can be used as a standard video camera. The zoom camera module includes a 
zoom camera and filtering and control board. A camera WONWOO EM-363S [3] can be used as a zoom 
camera. A feature of this camera is the ability to remotely adjust the focus and zoom. The thermal imaging 
camera module includes the thermal imaging camera itself and the filtering and control board. A camera 
IRIDIUM-640 [4] can be used as a thermal imaging camera. The above cameras allows full audio and visual 
monitoring of the surrounding area, regardless of the light and time of day. 

It is also necessary to provide a single module to control the audio and video information received from 
several video cameras for further transmission to the radio channel – the switching module. For this, a video 
processing board is used, which additionally improves the quality of the video signal and the noise immunity 
of the video paths. In addition, this module is equipped with individual power supplies for each type of video 
paths and the physical separation of video lands from digital ones using an in-phase choke. 

The GPS beacon module is designed to track the position of the robotic system in case of an emergency 
situation. GPS beacon is a receiver of the global positioning system, coupled with a redundant data channel. 

As transceivers for the control channel and the video transmission channel, it is mostly efficient to use 
the purchased system, for example, «Cordon», JSC «SET-1» [5]. The radio modem from the Cordon system is 
intended for two-way data transmission (remote control commands, telemetry, device position, etc.) via a 
digital radio channel as part of the control equipment of the robotic systems. This radio channel supports the 
necessary functionality from the point of view of data transmission and provides a sufficient reserve of the 
control of the robot. An effective solution is to use it in conjunction with the video transmission channel if the 
second integrated control channel is in place to increase system reliability and provide redundancy. 

For transmitting video and telemetry, it is proposed to use a transceiver from the «Luch» system [6]. 
Inside the robotic system, it is supposed to install video cameras with an analog video output that are 

switched on the video switching board and then transmitted in analog form to the Luch device. The 
microphone module is connected to a separate video transmitter connector. Then the analog video signal is 
digitized and already in digital form is transmitted to the receiving part of the Luch device, where it enters the 
recording device and is displayed on the display, as well as to the headphones. The resulting video signal 
resolution will be in the region of 450-500 television lines. 

As noted above, one of the most obvious methods for developing a robotic system using a modular 
approach is the development of robots for various home-based environments – ground, air, and water. 
Figures 1-3 show the developed structural diagrams for the design of the corresponding robotic systems. 
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Figure 1 – Structural diagram of the control system of the ground-based robot 

 
The control system of the ground-based robot includes the following modular elements: 
 computer, 
 autonomous power supply, 
 lighting unit, 
 audio-video surveillance unit (course cameras, microphone), 
 motor controllers, 
 GPS beacon, 
 radio transmitter. 
In addition, the robotic system is equipped with a number of non-modular solutions in terms of sensing 

and drives. If necessary, it is allowed the integration of various modules of the payload. To implement the 
motion control of the robot, it is supposed to use two groups of drive systems: the motors control system and 
the flippers control system to overcome obstacles. 

The drives of these systems consist of modular controllers, brushless electric motors, gearboxes and 
auxiliary electronic devices, such as encoders, Hall sensors, absolute position sensors. 

To ensure the correct operation of the onboard electronics of the robotic system, microclimate control 
(temperature and humidity) is necessary – microclimate sensors are provided for this function. In addition, 
inside the robotic system, there should be a unit that performs navigation functions, as well as a warning about 
undesirable states, such as capsizing. Inertial sensors are used for this task. The two groups of sensors 
described above can be combined into one separate module – a sensor unit, the main task of which is to detail 
the state of the system and provide this information to the central computing device. 

To extend the functionality of a robot, payload modules are used. In particular, the payload modules of 
the ground-based robotic system can perform the following functions: 

 delivery of payload, 
 moving objects, 
 audio-video surveillance, 
 the implementation of technological operations (drilling, cutting, etc.). 
The control of these modules is also carried out using a computer. Audio-video data can be transmitted 

directly to the switching device with the appropriate configuration of the module. As a payload module, 
directional microphones, cameras of various spectra, electromechanical locks and grippers, manipulators, a set 
of interchangeable instruments, etc. can be used. 
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Figure 2 – Structural diagram of the control system of the air-based robot 

The air-based robotic system is equipped with a number of non-modular solutions in terms of sensing 
and drives, as well as a specialized flight controller. In particular, the tasks of this controller include 
monitoring and retaining a flight altitude, which requires a continuous workload of computing resources. In 
this regard, the control of the flight component of the movement is carried out by a specialized flight 
controller, processing the flight data from the sensor unit and issuing corrective commands to the motor 
controllers in order to maintain a given mode of motion. The module of the sensor unit must be expanded – it 
must include an altimeter unit. If necessary, it is allowed to integrate various modules of the payload. In 
particular, the modules of the payload of the air-based system can perform the following functions: 

 delivery of payload (including discharge), 
 remote sensing, 
 audio-video surveillance. 
The remaining modules are similar to ones used in the ground-based robotic system. 
The general structure of building an underwater robotic system is practically the same as the above-

described ground- and air-based robots. The underwater robotic system is equipped with a number of non-
modular solutions in terms of sensing and drives, as well as a specialized controller of a remote-controlled 
unmanned underwater vehicle. If necessary, it is allowed to integrate various payload modules to this 
platform. For example, a manipulator for cargo delivery. If it is necessary to operate equipment with a narrow 
zone of permissible microclimate, a system for ensuring thermal conditions (cooling, dehumidification, 
heating, etc.) is being installed. 
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Figure 3 – Structural diagram of the control system of the underwater-based robot 

As can be seen from the above description of robotic systems of various home environments, these 
systems can be developed using specialized modules common to each system (for example, a computer, a 
motor driver module, etc.). The use of these modules greatly simplifies the process of developing a robotic 
system in terms of electronics, it takes much less time compared to the approach, when all boards are designed 
individually for each node. In addition, it reduces the cost of printed circuit assemblies of the robotic system, 
since the purchase of a single set of components and single boards will be cheaper than the purchase of 
separate various boards with separate sets of components for each of them. 

In addition, the use of a modular approach allows to significantly expand the functionality of the robotic 
system by adding payload modules. In particular, any audio-video surveillance module can be installed on a 
robotic system depending on the situation and the required functions – a standard camera, zoom or thermal 
imaging camera. The manipulator, sensors, and other modules that are required to perform the tasks set in this 
situation can also be installed. Thus, all the previously described shortcomings of the modular approach, such 
as excessive functionality and a large number of connecting wires, are leveled by the advantages that the use 
of modules provides. 

Conclusion 
The use of a modular approach seems to be the most practical and correct solution for the development of 

mobile robotic systems. It allows to simplify the process of the development, to avoid design errors due to the 



167 

use of proven modular solutions, and also to expand the functionality of the system through the use of 
specialized modules for solving specific problems. The paper shows the advantages of using a modular 
approach by the example of developing the structure of a robotic system for different basing environments 
(ground, air, and sea). 
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Abstract 
The paper discusses the methodology for the quality assessment of the obstacle overcoming by mobile 

robots of the ultra-light and light classes based on the RTC testing ground. This methodology is proposed for 
using during the tests to obtain an assessment of traversability, which reflects not only the ability of robots to 
overcome specific obstacles but also the completeness and speed of overcoming. Such an assessment can be 
applied to compare the traversability of robots with various design features, which can help identify the 
strengths and weaknesses of typical robots designs. As a quality assessment of the obstacle overcoming, the 
term of traversability class is proposed. 

Keywords: robot, tests, methodology, mobile robotic system, ground robot, obstacles, quality 
assessment, class of traversability. 
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Introduction 
It is important to test the technical characteristics of mobile robotic systems for companies engaged in the 

development of them. Long-term operation of robots in real conditions is necessary to fully understand how 
the mobile platform will function in such conditions. Testing in real conditions often entails many 
complicating factors that impede rapid research, for example, due to repairs. Testing at a specialized ground 
simulating operating conditions can simplify the testing process greatly. However, conducting full-length 
research and obtaining an objective assessment of the technical characteristics of the developed platforms 
require a methodological research base. 

At present, Russian standards for robots traversability testing are being developed in the form of projects, 
for example, methods for quantitative assessment of the obstacle overcoming [1], which are analogs of foreign 
methods [2]. In this paper, we propose the use of a qualitative assessment technique, as an extension to 
quantitative methods applied to test. The described methodology is being developed as part of the test 
procedure at the testing ground of the Russian State Scientific Center for Robotics and Technical Cybernetics 
(RTC) [3]. The use of qualitative assessment methods in the context of a flexible test procedure that adapts to 
the purpose, requirements and actual capabilities of the tested robots can improve the quality and information 
content of the assessment obtained by the robot during the tests at this ground. The further development of the 
methodology for testing can make it applicable to any other testing ground. 

Test procedure 
The test procedure includes a preliminary passage of the robot across all obstacles of the RTC testing 

ground in the order shown in Figure 1. If the robot does not have a manipulation system, items 7 and 8 are 
skipped. For robots equipped with manipulation systems, at the step of the reconfigurable room module this 
item is expanded. The extension is shown in Figure 2. Figure 3 shows the relative position of obstacles within 
the testing ground. 

The actual values of the wheelbase W and the radius of the wheels R of the robot are measured before 
testing. If the robot has pairs of wheels of different radius, only the larger one is taken into account. Also, for 
robots with sealed enclosures, the height h of the robot body elements is measured for assessing the 
traversability of the basin module. The body elements include any elements of the robot shell that may affect 
the water from entering into the housing and its direct influence on the actuators. Body elements do not 
include the protruding parts such as antennas, video cameras, lighting devices and manipulation systems with 
the exception of the root joint. 

Based on the purpose of the test robot and the requirements for it, different methodologies for conducting 
and evaluating the tests are built. After receiving the results of the preliminary passage, on the basis of a 
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preliminary assessment of the actual capabilities of the robot, the methodology is improved and, according to 
it, the main tests are conducted. 

During the preliminary passage, the robot is sent for recharging if the power reserve is more than 75 % 
unless the robot has already completed the overcoming of the module of the reconfigurable room. 

The operator has no more than three attempts to overcome each obstacle during the preliminary passage. 
At the first unsuccessful obstacle overcoming of the testing ground during the preliminary passage, the 
operator can use the two remaining attempts, if all attempts fail, the obstacle is considered to be impassable. 
The operator can also move to the next obstacle after the first unsuccessful attempt. An attempt is considered 
unsuccessful if the robot loses the possibility of further movement or if there is no progress in overcoming the 
obstacle within 15 seconds. Before the start of each attempt, the robot's power reserve should be at least 25 % 
of the maximum. 

 
Figure 1 – The order of the obstacles at the preliminary overcoming of the testing ground 

 
Figure 2 – Expansion of the obstacles sequence for robots with manipulation systems 
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During the preliminary passage, the average maximum velocity V of the robot movement is measured. It 
is later used to qualitatively assessment of the speed of obstacle overcoming. 

The quality assessment of the obstacle overcoming 
To determine the quality of the obstacle overcoming, the concept of traversability class is introduced. It 

is denoted by the letters TC and the two numbers following them, the first of which X indicates the extent to 
which the robot overcomes the obstacle, and the second shows how fast the robot overcomes it. If the obstacle 
is impassable for the robot, then the class TC-00 is assigned to such an obstacle. 

The traversability class for each obstacle is calculated individually, the maximum traversability class for 
each obstacle is TC-44. After assigning the traversability class for each obstacle, the robot is assigned a 
general traversability class of the testing ground, which is calculated from the arithmetic average rounded up 
to an integer. 

 
Figure 3 – Location of the obstacles within the testing ground 

The traversability class for the basin module is calculated from the maximum relative depth of water in 
the basin at which the robot overcomes the pool. The relative depth is calculated based on the radius R of the 
robot wheels, as well as the height h of the robot body elements. Table 1 shows the values of the traversability 
class of the basin module for different depths. 

Table 1. Selection of the X traversability class value for the basin module 

Water depth Traversability assessment Traversability class 

Up to 0.5R Elementary TC-1(Y) 

More than 0.5R to R Partial TC-2(Y) 

More than R to h High TC-3(Y) 

More than h Complete TC-4(Y) 

More than 600 mm Complete TC-4(Y) 

 
The traversability class for the flight of stairs is calculated from the possibility of moving up the flight of 

stairs of the LM-27.12.14-4 type in accordance with GOST 9818-2015. If it is possible to move up, but if the 
robot cannot move from the lower horizontal position to the position parallel to the slope of the stairs, the 
attempt starts from this position. In this case, the robot drives by itself to the top of the slope and stairway 
module along an inclined surface with 20° and goes backward in reverse until it touches the lower stair. If the 
robot cannot move up the flight of stairs, the possibility of the downward movement is taken into account. In 
this case, only the attempt, in which the robot goes down from a horizontal position on the top platform to a 
horizontal position on the ground, is counted. When the robot is flipped, the attempt is considered failed. For 
further calculation of the speed of the obstacle overcoming, the speed class is reduced by 1 if the robot moves 
up not from a horizontal position and by 2 if the robot moves down. If, as a result, the speed class drops below 
1, the traversability class for the flight of stairs is assigned to TC-00. This is true for all such cases of checking 
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the speed of the obstacle overcoming. Table 2 shows the values of the traversability class of the stairway 
module. 

Table 2. Selection of the X traversability class value for the stairway module 

Movement Traversability assessment Traversability class 

Downward Elementary TC-1(Y-2) 

Upward, from the slope Partial TC-2(Y-1) 

Upward, diagonally High TC-3(Y) 

Upward, straight Complete TC-4(Y) 

 
When calculating the traversability class for the slope modules, the middle traversability class for each 

type of surface is considered as an estimate of the traversability class. To define the average value, the 
traversability class is calculated for each sloping surface and the arithmetic average is calculated, rounded up 
to the integer. Tables 3 to 5 show the traversability class values for the slope modules. If the robot can not 
pass up a slope, on slopes with concrete and gravel surface, a required condition for obtaining the first 
traversability class is the possibility of stopping on an inclined surface of the slope. The ability to stop is 
checked separately from the attempt at which the overcoming speed is measured. When measuring the 
overcoming speed for TC-1 (Y), the value of Y is reduced by 1 for the slope module with sand covering, by 2 
for the slope module with gravel covering, and by 3 for the slope module with concrete covering. 

Table 3. Selection of the X traversability class value for the slope module with concrete covering 

Movement Traversability assessment Traversability class 

Downward Elementary TC-1(Y-3) 

Upward, diagonally Partial TC-2(Y) 

Upward, straight with stops High TC-3(Y) 

Upward, straight without stops Complete TC-4(Y) 

Table 4. Selection of the X traversability class value for the slope module with gravel covering 

Movement Traversability assessment Traversability class 

Downward Elementary TC-1(Y-2) 

Upward, diagonally Partial TC-2(Y) 

Upward, straight with stops High TC-3(Y) 

Upward, straight without stops Complete TC-4(Y) 

Table 5. Selection of the X traversability class value for the slope module with sand covering 

Movement Traversability assessment Traversability class 

Downward Elementary TC-1(Y-1) 

Upward, diagonally Partial TC-2(Y) 

Upward, straight with stops High TC-3(Y) 

Upward, straight without stops Complete TC-4(Y) 
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To calculate the traversability class for the terrain module, the possibilities of a getting on the module, a 
passage across the module and a turning are taken into account. A getting on the module is defined as a robot 
possibility to take a horizontal position within the module, while the time is not measured and if successful, 
the class TC-11 is assigned. A turning is considered as the possibility of a crossing one section of a module 
and out into another section at an angle of more than 45° from the edge of the module. For the passage with a 
turn, the traversability class for the passage time increases by 1. Table 6 shows the values for defining the 
traversability class during the passage of the terrain module. 

Table 6. Selection of the X traversability class value for the terrain module 

Overcoming Traversability assessment Traversability class 

Getting on the module Elementary TC-11 

Passage across the module High TC-3(Y) 

Passage with a turn Complete TC-4(Y+1) 

 
When calculating the traversability of the module of the reconfigurable room, the possibilities of 

maneuvering in spaces with limited volume and in conditions of limited visibility are checked. With the 
overcoming of the module of the reconfigurable room, the operator takes a position diagonally from the corner 
of the module at a distance of ten meters and cannot change it during the attempt. The lack of progress in the 
passage of this test is the preservation of the position of the robot within one section. The possibilities of the 
doorways passing and the doors (that are not fixed by locking mechanisms) opening are estimated. During the 
passage through a doorway with the door opening against the direction of movement, the traversability class 
(in terms of the speed) increases by 2. Table 7 shows the traversability class values for the module of the 
reconfigurable room. 

Table 7. Selection of the X traversability class value for the module of the reconfigurable room 

Doors and openings Traversability assessment Traversability class 

Without passing doorways Elementary TC-1(Y) 

With passing doorways,  
without opening the doors 

Common TC-2(Y) 

With the door opening  
in the direction of movement 

High TC-4(Y) 

With the door opening  
against the direction of movement 

Complete TC-4(Y+2) 

 
To calculate the traversability class of the railroad modules, the possibility of movement along the rails 

and across the rails with and without mounds is checked. If the robot cannot to overcome the rails across but 
can transfer the front wheel axle through the rail, this is considered partly traversable. In this case, the attempt 
time is not measured, and the robot receives the TC-22 traversability class. Table 8 shows the values for 
defining the traversability class during the passage of the railroad modules. 

Table 8. Selection of the X traversability class value for the railroad module 

Movement Traversability assessment Traversability class 

Along the rails Elementary TC-1(Y) 

Getting on the rail Partial TC-22 

Across the rails without mounds High TC-3(Y) 

Across the rails with mounds Complete TC-4(Y) 

 



173 

The absolute value of the maximum velocity of the robot in this method does not affect the traversability 
class for each obstacle; a subjective estimate of speed is used. When measuring the average maximum 
velocity, the traversability class is also assigned, depending on the length of the robot. The traversability class 
for speed is calculated depending on the ratio of the speed (in meter per second) to the length of the wheelbase 
(in meters). Table 9 shows the X values for the traversability class when measuring the maximum velocity of 
the robot. 

Table 9. Selection of the X traversability class value when measuring the speed 

The value of the ratio V/W Speed assessment Traversability class 

Up to 0.3 Extremely low TC-11 

Over 0.3 to 1 Low TC-22 

Over 1 to 3 Common TC-33 

Over 3 High TC-44 

 
After defining the value of the obstacle traversability class, the positions of the origin O and the ending E 

points of the obstacle overcoming are determined to calculate the class of the overcoming speed. The position 
of the origin point of the obstacle is always fixed for each obstacle, the position of the end point is chosen 
based on the traversability class. Figures 4-6 show the positions of points O and E for various obstacles and 
traversability classes. For classes TC-1 (Y) during the overcoming of the slope and stairway modules the 
points E and O change places with each other. 

 
Figure 4 – Positions of the points O and E for the basin module (on the left)  

and for the slope module for classes other than TC-1(Y) (on the right) 

 
Figure 5 – Positions of the points O and E for the stairway module  

for classes other than TC-1(Y) (on the left) and for the TC-1(Y) class (on the right) 

 
Figure 6 – Positions of the points O and E for the terrain module  

for the TC-3(Y) and TC-4(Y) classes (on the left) and for the railroad module  
for the TC-3(Y) and TC-4(Y) classes (on the right) 
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To calculate the speed class of the obstacle overcoming, the average speed U of the obstacle overcoming 
is measured. The ratio of the average speed of the obstacle overcoming to the average maximum velocity of 
the robot determines the second digit in the traversability class in accordance with Table 10. When measuring 
the speed of the obstacle overcoming, the starting and the ending points of the time count correspond to the 
moments of an intersection of the origin and the ending points of the obstacle respectively by the axis of the 
rear pair of wheels of the robot. 

Table 10. Selection of the Y traversability class value 

The value of the ratio U/V Traversability assessment 
Speed class of the obstacle 
overcoming 

Up to 0.1 Extremely difficult TC-(X)1 

Over 0.1 to 0.5 Difficult TC-(X)2 

Over 0.5 to 0.8 Common TC-(X)3 

Over 0.8 Complete TC-(X)4 

Conclusion 
A methodology for a qualitative assessment of the capabilities of ground-based mobile robotic systems in 

terms of the obstacle overcoming has been developed. This methodology implies assigning a quality 
assessment to the robot in the form of traversability class value based on the results of passing the testing 
ground. The methodology also implies the possibility of further development and expansion for use it at other 
testing grounds. 
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Abstract 
The article provides a brief overview of remote control systems (RCS) that are parts of ground-based 

mobile robots and an analysis of the main characteristics and requirements for the RCS. Due to the wide 
variety of work performed by the robotic systems, any mobile robotic system should be divided into the main 
functional parts: basic robotic platform, hinged equipment and a control station. Based on this division, the 
basic requirements for the RCS are grouped and analyzed, and examples of existing systems are given. Key 
areas for improving the effectiveness of the RCS are highlighted. 
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Introduction 
At present, the service robotics market is rapidly expanding. The most common category is ground 

mobile robots. The vast majority of actually used mobile robots does not yet have full autonomy and require 
operator control. Only a few models have the ability to perform certain tasks without constant operator 
intervention. Therefore, here we consider the robot control systems as precisely the systems with remote 
control by a human operator. Initially, it is useful to evaluate the existing approaches to the development of 
remote control systems. It is also necessary to analyze the current level of requirements for the products that 
are similar in terms of size, mass, and functional characteristics. 

Ground-based mobile robotic systems 
Due to the wide variety of work performed and the modular construction principle of robots, it is 

reasonable to divide any mobile robotic system (MRS) into the main functional parts: 
 basic robotic platform, on the basis of which the system is developed; 
 hinged equipment, directly located at the RP and performing a functionally-executive function; 
 control station, which includes a remote control panel for control of the system (see figure 1). 
 

Control 
station

Basic robotic 
platform

Communication
channel

Hinged 
equipment  

 
Figure 1 – Structural diagram of the MRS 

For the functional division of the MRS, it is reasonable to rely on mass and size characteristics of the 
robotic platform and, сonsequently, the type of hinged equipment that is included in its composition. In [1], an 
extended, classification was proposed and justified (see table 1) comparing with GOST R 22.9.22-2014 
(“Safety in emergency situations. Emergency rescue devices. Classification”). 

The robotic platform can have the form of a supporting structure and mounted on it drive units, on-board 
electronics, and peripheral systems. Hinged equipment is connected to the platform through a connecting 
device. Reconfiguring of the basic platform allows to adapt it maximally to the operating conditions. 

To expand the functionality of the MRS, it should be equipped with hinged equipment. To reduce MRS 
setup and reconfiguration time, equipment should be quickly replaceable. For this purpose, fast-locking 
connections are often used [2]. 
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It is efficient to distinguish two levels in the architecture of remote control systems: 
 a high level, which determines the general logic of work, performs such tasks as controlling 

manipulators by solving direct and inverse problems of kinematics and dynamics, navigation, technical vision, 
etc. (in the conventional hierarchy of control systems such level corresponds to a combination of intelligent, 
strategic and tactical levels); 

 a low level that provides motors control, sensors data merging and primary data processing, 
communication between MRS and control panel, an interface of various payloads, etc. in hard real-time 
(executive level). 

Table 1 – MRS classification 

Class, subclass Total mass, kg Possible equipment 

Ultralight first (UL1) up to 1 kg 
Passive video/audio surveillance 
systems 

Ultralight second (UL2) from 1 to 5 kg 
Driven video/audio surveillance 
systems, micromanipulators 

Ultralight third (UL3) from 5 to 15 kg 
Driven video/audio surveillance 
systems, manipulators 

Ultralight fourth (UL4) from 15 to 50 kg 

Ultralight fifth (UL5) from 50 to 100 kg 

Light first (L1) from 100 to 300 kg 

Driven video/audio surveillance 
systems, manipulators, technological 
equipment 

Light second (L2) from 300 to 1000 kg 

Middle first (M1) from 1000 to 5000 kg 

Middle second (M2) from 5000 to 20000 kg 

Heavy (H) over 20000 kg 

Architecture of the remote control system 
The most important principles laid down in control systems are reliability, flexibility, and simplicity. 
From the position of architecture, reliability is ensured by dividing the remote control system into 

separate subsystems according to their functional purpose and parameters. For example, in the remote control 
system of the MRS of the third and fourth ultralight classes are often distinguished: 

 a separate hard real-time subsystem responsible for low-level control of the robotic platform, i.e. 
motors, sensors, power supply system; 

 a hard real-time subsystem responsible for the low-level control of removable hinged equipment that is 
critical to the response time, for example, a manipulator; 

 a soft real-time subsystem that controls such elements of the hinged equipment as cameras, backlight 
modules, etc. 

A flexibility entails the need to implement the system based on individual modules common for MRS of 
various classes. 

The architecture is also significantly influenced by the class of the robot, even with a similar set of tasks 
performed and similarelements of the remote control system. So, for UL1, the entire system is usually 
performed with the maximum level of integration on one or two printed circuit boards, for UL4 and higher, as 
separate units in their own shielded enclosures. 

The composition of the remote control system 
Following the MRS, the remote control system can also be structurally divided into main parts: 
 an onboard control system, including control systems of the robotic platform and hinged equipment; 
 remote control station; 
 control and data transmission channel. 

Onboard control system 
An onboard control system generally can be considered as a complex consisting of the following 

structural elements: 
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 a control system of the robotic platform; 
 a control system of the hinged equipment; 
 a system of audio/video devices; 
 a system of receiving and transmitting information; 
 a power supply system; 
 a self-diagnostic system. 
An example of the block diagram of the onboard control system is presented in figure 2. 
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Figure 2 – An example of the block diagram of the onboard control system 

Control system of the robotic platform 
The central element of the control system of the robotic platform is a computer, designed for the general 

control of the mobile part of the MRS and ensuring interaction between the main subsystems. For the MRS of 
the first and second ultralight classes, this computer is based on a microcontroller ensuring the performance of 
all general control tasks. For larger MRS, such computer can be made on the basis of an industrial computer. 
In the case of the most sophisticated systems, the computer consists of several blocks and may include: 

 an industrial computer solving high-level control problems; 
 a specialized computer that processes video from cameras – a video stream compressing for 

transmission to a remote control panel, technical vision problems, etc.; 
 a microcontroller that provides low-level control of all motors and peripherals in hard real-time. 
Such decomposition of a complex computing unit allows not only to reduce labor costs for developing 

and debugging software but also to increase the reliability of the system significantly. The microcontroller is 
ready to work after a reboot, caused, for example, by voltage surges, other external influences or “freezes” due 
to software errors and inaccuracies. Unlike a full computer, which can take up to several minutes to load an 
operating system the microcontroller is ready in milliseconds. It allows to keep controllability of the MRS in 
emergency situations. 

All units of the onboard control system are interconnected and linked to the computer via a local 
network, which is closed inside the robot and has not direct output beyond the system. The local network can 
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also be implemented in different ways, depending on the class of the MRS. In the simplest case, for example, 
for UL1, the local network may be completely absent or be represented by several independent serial 
interfaces on a single control board. In more complex systems, the local network is built from several 
independent segments: 

 a network of low-level control of motors and peripheral systems of the robotic platform based on the 
“bus” topology; 

 a network of low-level control of hinged equipment, also based on the “bus” topology; 
 a system-wide onboard network of the MRS based on the “star” topology. 
For the first two segments, interfaces such as RS-485, CAN, MIL-STD-1553B, EtherCAT and similar 

are used. EtherNet is usually used for the latter segment. Segment separation is performed in order to increase 
the overall reliability of the system. 

Control system of the hinged equipment 
Hinged equipment is connected to the robotic platform through external connectors and controlled by a 

central computer using local networks. In some cases, system equipment may have its local controller. Then it 
also connects to the network and only receives high-level commands from the central computer. 

System of audio/video devices 
The system of audio/video devices is designed to merge, process and transmit audio and video 

information from the mobile robot to the remote control panel. Since in most cases the bandwidth of the video 
transmission channel from the robot to the control panel is limited, the functions of the quad, picture-in-
picture, etc. are widely used to provide the operator with the maximum amount of information. 

System of receiving and transmitting information 
The system of receiving and transmitting information is intended for: 
 receiving control commands from the remote control panel; 
 transmission telemetry to the remote control panel; 
 audio and video transmission to the remote control panel. 
The system consists of the separate transceiver modules, the number, and functionality of which is 

determined by the type of communication and control channel used in a particular MRS. To ensure internal 
electromagnetic compatibility and reduce the interference of the mobile robot components, the elements of the 
system are almost always executed as separate shielded modules, even in the case of small robotic platforms 
of the UL1 class, in which much attention is paid to the integration of components. 

Power supply system 
The power supply of the mobile robot can be carried out: 
 using rechargeable batteries; 
 using an internal combustion engine and a generator; 
 remotely by cable; 
 via a combination of the above items. 
The remote control system provides power control, remaining battery charge calculation, and 

diagnostics. 
Self-diagnostic system 
The self-diagnostic system is designed to monitor the state of the remote control system during 

debugging and operation. Usually, it is represented by software modules as part of the computer, redundant 
lines of communication and control, as well as flight recorders engaged in logging traffic in the local networks 
of the MRS. 

Control and data transmission channel 
The control and data transmission channel can be implemented both on the basis of a radio channel, and 

on the basis of wired communication. 
Currently, in the development of MRS two approaches to the organization of a radio channel for 

information sharing are used. 
In the first case, a digital low-speed transceiver is responsible for receiving commands and transmitting 

telemetry data, while audio and video information is transmitted to the remote control panel via a second 
broadband transmitter. In some cases, it is possible to transmit telemetry data with a video signal; then the 
digital transceiver operates in simplex mode, which provides better electromagnetic compatibility and, as a 
result, improves the quality of communication. 

The second approach is based on the use of one broadband transceiver. This can be either a specialized 
radio channel or industrial Wi-Fi systems (for example, the MikroTik Metal series). To improve reliability, the 



179 

broadband digital transceiver can be supplemented with a narrow-band low-speed radio modem (as 
previously) used for control in case of temporary loss of communication. 

It is also worth mentioning the possibility of implementation on the basis of some radio channels of 
signal relay systems. In this case, one mobile robot can perform the functions of a repeater, transmitting 
information from the remote control panel to another robot, when the remote control panel does not have 
direct radio communication. 

Wired communication is used in cases when the use of a radio channel is difficult or undesirable: 
 a use of MRS in radio silence mode; 
 a need to protect from strong external electromagnetic interference, natural or artificial; 
 increased requirements for the reliability of the control channel; 
 high bandwidth requirements. 
Sometimes a wired communication is used in conjunction with a remote power supply system, which 

allows to extend the time of MRS operation significantly. 

Remote control station 
The control station generally includes, depending on the composition of the MRS, a remote control 

panel, coils of cable communication, an outlying antenna post with transceivers and an antenna tripod, etc. 
The remote control panel is equipped with visual, audio, telemetry and control information output 

systems, as well as with control nodes sufficient for interaction with all executive nodes of the robot. 
An example of the block diagram of the remote control panel is shown in figure 3. 
 

Computer

CPU

Display
Sound reproduction

devices

Recorder

Input devices

Power supply unit

DC
DC

Autonomous 
power supply

Video and audio 
receiver

Remote control 
transceiver

 
Figure 3 – An example of the block diagram of the remote control panel 

One of the main requirements for the remote control panel is to provide the human operator with the 
maximum possible visual information about the environment and indicative information for predicting actions 
in solving operational problems. This requirement is fulfilled by equipping the remote control panel with a 
human-machine multimedia interface, the peculiarity of which is to provide information in the forms most 
effective for human perception, including methods of structuring the display of information so that it attracts 
the operator's attention to the most important information elements. 
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Based on the requirements for operating modes, modern MRS can be equipped with three types of 
remote control panels: 

 a command remote control panel as part of a mobile command control station, designed to display the 
maximum possible visual information about the environment (video data from a controlled mobile robot, a 
terrain map with markers of the location of a group of robots, telemetric information about the state of the 
MRS, video information about the surrounding setting); 

 a stationary remote control panel designed to control the mobile robot on the ground at a distance from 
the command point or in its absence; 

 a portable remote control panel designed to control the mobile robot from various types of shelters, 
which can not be reached with a command or stationary remote control panel. 

Examples of remote control panels are shown in figure 4. 
 

 
a) 

 
b) 

 
c) 

Figure 4 – Examples of remote control panels:  
a) a command remote control panel developed at the RTC,  

b) a stationary remote control panel MRS-27M,  
c) a portable remote control panel MRS «Scarabaeus» 
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Modern requirements to the remote control systems 
The increasingly stringent requirements for modern MRS in general, are largely related to remote control 

systems. Based on the above architectural principles, it is possible to group and analyze the basic requirements 
for the remote control systems. 

Common key requirements for modern remote control systems are: 
 modular principle of system design; 
 high reliability; 
 resistance to external factors. 
The modular principle of system design provides the ability to quickly reconfigure the system, greatly 

simplifies debugging and tuning, and allows the use of previously developed blocks and nodes when building 
new systems without a significant re-engineering. 

Many modern MRS are composed from a wide range of attachments, sets of accessories, individual 
nodes, and modules. For example, the MRS family of the Telerob company (Germany) tEODor and telemax 
are equipped with replaceable tools, sensors, additional batteries, coils of cable communication, radio 
repeaters, additional sets of wheels and tracks, turning cameras, etc. [3]. 

The overall reliability of the remote control systems is determined both by the system architecture and 
the reliability of individual mechanical parts, electronic components, and software. The main parameters are 
the operating time of the failure and the service life of the product. Maintainability, also related to reliability 
parameters, is regulated by state standards (for example, GOST RV 20.39.309 «Military hardware, 
instruments, devices, and equipment. Structural and technical requirements»). 

In most cases, the permissible ambient temperature is the main requirement for the remote control system 
in terms of external factors. Since the mobile robot is often controlled from shelters, the requirements for the 
control system are usually lower than those for the robot. 

Common possibilities of modern MRS are (see table 2): 
 from minus 20 to plus 60 C for MP; 
 from 0 to plus 40 C for the remote control panel. 
In rare cases, manufacturers claim lower operating temperatures. Examples include domestic MRS 

produced by special design and technology bureau of applied robotics (LLC «SDTB AR»), BMSTU and 
RTC [4-6]. 

Requirements for the onboard remote control system 
Requirements for the robotic platform are imposed on the operation time of the system in terms of energy 

supply and the level of autonomy of the mobile robot. 
The operating time requirements are determined, first of all, by the purpose of the system and can be 

from few minutes for small robots or «disposable» systems designed to perform a narrow range of operations, 
and up to ten hours for light and heavy multifunctional MRS. The operation time depends on the battery 
capacity, the use mode of the MRS, the possibility of recharging or full power supply of the mobile robot from 
the control station by cable. 

The average operation time is (see table 2): 
 from one to four hours for mobile robots of the UL1-UL3 class; 
 from four to eight hours for mobile robots of the UL4-L2 class. 
Recently, more and more attention has been paid to increasing the autonomy of MRS, which is 

necessary for: 
 reduce the requirements for quality and reliability of the communication channel; 
 increase the reliability and survivability of the system; 
 implementation of new scenarios for the use of a mobile robot (following the object, along a 

predetermined route, etc.). 
For this, the remote control system includes the corresponding navigation subsystems, including 

computers with specialized software, rangefinders, GPS / GLONASS receivers, cameras. Examples are MRS 
aunav.NEXT and aunav.MEGA of the Spanish company Proytecsa [7, 8] and Uran-9 produced by JSC «766 
UPTK» [6]. 

In a simpler case, it is sufficient to use the so-called «auto-return module», which provides an automatic 
movement of the mobile robot along the traversed route in the opposite direction in case of loss of 
communication, for example, when entering the skip zone. Such functionality can be implemented even on 
small robots, such as, for example, Nerva LG manufactured by Nexter (France) [9]. 
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Requirements for the remote control system in terms of payloads are determined mainly by their 
connection to a mobile robot. Many modern robots have quick-tightening joints or Picatinny rail on the cover, 
which allows fixing a wide range of interchangeable payloads. A connection is made via unified interfaces, 
most often RS-485, CAN and EtherNet. 

Requirements for the control station 
The basic requirements for the control station are determined by ergonomics, operation time, delay in 

displaying video information, and the reaction time of the mobile robots to commands. 
Ergonomics is generally regulated and evaluated by state standards and relevant guidelines. 
The operating time of the control station from an autonomous power supply must not be less than the 

operating time of a mobile robot. 
The delay in displaying video information on the monitor of the control panel and the response time of 

the mobile robot to the commands are important characteristics of the remote control system, determining not 
only the comfort of the operator in the control process but also the capabilities of the MRS. 

Taking into consideration that the average response time of a person is 200 ms, a significant excess of 
this value due to delays and reaction time can significantly degrade the effectiveness of the remote control 
system, if no additional measures are taken (for example, described in [10]). 

Requirements for the control and data transfer channel 
The requirements for the control and data transmission channel are following: 
 control range; 
 the ability of several mobile robots to operate in the same work area; 
 safety and information security. 
The control range of the mobile robot via the radio channel is determined by the type of transceivers and 

antenna-feeder devices. Most often, relatively small antennas of a circular directivity are installed on the 
mobile robots and portable remote control panel. The structure of the control stations using the command and 
stationary remote control panels usually includes remote tripods with directional antennas. 

It should be noted that the range in direct visibility conditions is usually two to three times longer than 
the control range in urban areas and similar obstacles. 

The maximum range of control is (see table 2): 
 for mobile robots of the UL1-UL2 class with a portable remote control panel – up to 200 m; 
 for mobile robots of the UL3 class – from 300 to 400 m; 
 for mobile robots of the UL4-UL5 class – up to 1000 m; 
 for heavier mobile robots – from 1000 m and more. 
A large part of the MRS of the UL4 class and higher is equipped, in addition to the radio channel, with a 

cable line. The maximum distance is determined by the type and diameter of the cable (twisted pair, coaxial, 
optical fiber), the number of coils (usually one for the robot and one for control station), permissible overall 
dimensions, the presence of a cable layer and ranges from 100 to 300 meters. 

The ability of several mobile robots to operate in the same work area is important when using a radio 
channel and is determined by the capabilities of transceivers. Modern communication systems allow using 
from 6 to 10 same type robots in the same work area without creating radio interference with each other. 

The protection of the radio channel is necessary to prevent unauthorized connections in order to obtain 
information or intercept control of the mobile robot. The optimal solution is to use equipment that includes 
software and hardware cryptographic modules to provide radio communications. An example is the «Cordon» 
transceiver series used in the MRS «Scarabaeus» and «Captain» [11]. 

Table 2 presents the characteristics of some mobile robotic systems of Russian and foreign production. 
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Table 2. Characteristics of the mobile robotic systems 
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Payloads  
and features 

Mobile robotic systems of the ultralight class 

Iris  
[12] 

 

Robo-team  
(Israel) 

2012 1,85 kg 1-3 h 200 m n/a -20…+60 
°C 

TV cameras, 
microphone, IR lights. 

Removable attachments 
on Picatinny rail, 

Ethernet interfaces, 
RS232. 

110 FirstLook  
[13] 

 

iRobot  
(USA) 

2010 2,4 kg 6 h 200 m 2,4/4,9 
GHz  

meshnet 

-20…+55 
°C 

TV cameras, 
microphone, IR lights. 

Ability to work in 
repeater mode for other 

MRS. 

StoneMarten  
[14] 

 

Novatiq  
(Switzerlan

d) 

2013 4,5 kg 3 h 200 m n/a -20…+40 
°C 

TV cameras, 
microphone, IR lights. 

Nerva LG  
[9] 

 

Nexter  
(France) 

2012 4,5 kg 2 h 300- 
1000 m 

2,4 GHz n/a Auto return, navigation 
module. 

Scarabaeus  
[15] 

 

CJSC  
«SET-1»  
(Russia) 

2014 4,7 kg 1 h 300 m 1,3-1,4 
GHz  

917 MHz

-20…+40 
°C 

TV cameras, 
microphone, IR lights. 

Avatar  
[16] 

 

RoboteX  
(USA) 

2013 11 kg 4 h  300 m 2,4 GHz n/a TV cameras, 
microphone, IR lights. 

Removable 
attachments, 

manipulators, sensors. 

Scorpio  
[17] 

 

CJSC  
«SET-1»  
(Russia) 

2014 17 kg 4 h 1000 m 1110-
1230 
MHz 

-20…+50 
°C 

Pan-tilt TV cameras, 
microphone, IR lights. 

MRS Captain  
[18] 

 

RTC  
(Russia) 

2018 35 kg 4 h 300 m 
(cable) 
500- 

1000 m 
(radio) 

1,3-1,4 
GHz  

917 MHz

-30…+40 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 
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Payloads  
and features 

MRS-15M  
[4] 

LLC  
«SDTB 

AR»  
(Russia) 

2017 80 kg 4 h 135 m 
(cable) 
1000 m 
(radio) 

n/a -30…+40 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 

Mobile robotic systems of the light class 

telemax PLUS  
[19] 

 

Telerob 
(Germany) 

2018 113 kg 2,5-5  h 
(NiMh)

3-12 h  
(Li-ion)

n/a n/a -20…+60 
°C 

Large assortment of 
interchangeable 

attachments. 

Cameras, microphone, 
lights. 

RMI-9XD  
[20] 

 

Pedsco Ltd. 
(Canada) 

2014 176 kg 5-6 h  200 m 
(cable) 
1000 m 
(radio) 

2,4 GHz 
700 MHz

-20…+50 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 

МРК-27М  
[4] 

LLC  
«SDTB 

AR»  
(Russia) 

2013 210 kg 4 h 200 m 
(cable) 
1000 m 
(radio) 

n/a -30…+40 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 

МРК-28  
[4] 

 

LLC  
«SDTB 

AR»  
(Russia) 

2012 270 kg 5 h 200 m 
(cable) 
60 m 
(cable 
layer) 

1000 m 
(radio) 

n/a -30…+40 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 

Sentinel  
[21] 

 

AB 
Precision 

(Poole) Ltd.  
(UK) 

2014 270 kg n/a 150 m 
(cable) 
1000 m 
(radio) 

1,2-1,4 
GHz  

400-450 
MHz 

n/a Removable 
attachments. 

Cameras, microphone, 
lights. 

GPS, navigation 
module. 

tEODor EVO  
[19] 

 

Telerob 
(Germany) 

2018 383 kg 3-4 h  n/a n/a  
meshnet 

-20…+60 
°C 

Large assortment of 
interchangeable 

attachments. 

Cameras, microphone, 
lights. 
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aunav.NEXT  
[7] 

 

Proytecsa 
(Spain) 

2013 495 kg 5 h 700- 
3000 m 

n/a -10…+50 
°C 

Navigation system 
(following the object, 

on a certain route, 
bypass obstacles, 

auto return). 

Platform-M  
[22] 

CJSC 
«SRTI 

«Progress»  
(Russia) 

2014 800 kg n/a 3000 m n/a n/a Cameras, weapons. 

Mobile robotic systems of the middle class 

Nerekhta  
[23] 

Degtyaryov 
Plant  

(Russia) 

2014 1000 
kg  

n/a 1500 m n/a n/a Cameras, weapons. 

MRS  
High-scaler 

[5] 

 

BMSTU  
(Russia) 

2013 1400 
kg  

8 h 300 m 
(cable) 

500- 
1000 m 
(radio) 

n/a -40…+40 
°C 

Removable 
attachments. 

Cameras, microphone, 
lights. 

aunav.MEGA  
[8] 

 

Proytecsa 
(Spain) 

2013 8090 
kg  

8 h 700- 
3000 m 

n/a -10…+50 
°C 

Navigation system 
(following the object, 

on a certain route, 
bypass obstacles, 

auto return). 

Uran-9  
[6] 

 

JSC  
«766 

UPTK»  
(Russia) 

2016 12000 
kg  

6 h 
(diesel)

3000 m meshnet n/a Cameras, weapons. 

Navigation system 
(following the object, 

on a certain route, 
bypass obstacles, 

auto return). 

 

Conclusion 
A brief overview allows assessing the current capabilities of the remote control systems and the trends in 

customer and consumer requirements. Over the past few years, the capabilities of the «low level» of the 
remote control systems have slightly changed in terms of battery life, cable or radio control range, and 
operating temperature. Several major changes affected the «high level». 

Taking into account the above, it is possible to identify the main areas of further work in improving the 
efficiency of remote control systems for mobile robotic systems. 

1. The use of modern element base in the development and modernization of systems. The capabilities of 
the radio-electronic industry are growing rapidly, together with them the possibilities for integrating and 
reducing the weight and size characteristics of the remote control systems are growing. 
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2. Universalization of both individual elements of the system, and the remote control system as a whole. 
Development of common universal interfaces and information exchange protocols, which allow: 

 using universal control panels to interact with different types and classes of new MRS; 
 using interchangeable modules in the construction of robotic systems; 
 developing universal attachments that connect to a wide range of robotic platforms. 

3. Intellectualization of the remote control systems. An adding element of technical artificial intelligence 
into the remote control system allows: 

 increasing the ease of use and ergonomics of the control unit; 
 improving the reliability of data transmission over a highly noisy radio channel; 
 increasing the autonomy of MRS, significantly reducing the requirements for the control channel. 

4. Development of approaches and methods that provide the possibility of comparing, evaluating and 
structural-parametric synthesis of remote control systems. For this, it is necessary to formalize, analytically 
express the requirements for the system and determine the basic, numerically expressed parameters for 
assessing its quality. Such parameters can be based on numerical methods for assessing reliability, 
manufacturability, level of unification, etc. 
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Abstract 
The aim of the work is to develop a manipulator with the ability to use interchangeable tool modules on a 

small-sized robotic platform. 
An analytical review and comparison of existing manipulators and gripping devices were carried out and 

their advantages and disadvantages were revealed in the article. Based on the requirements for the performing 
task and the review, the requirements for the manipulator and the gripping device were formed. A preliminary 
calculation was carried out, on its basis was designed the manipulator and gripping device. 

The simulation of technological operations was implemented to ensure efficiency. Relevant results were 
obtained for manipulator control. The design of the manipulator and the gripper was developed and described. 

Keywords: manipulator, robotic platform, gripping device, drilling, technological operation. 
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Introduction 
Mobile robotic systems are used for various tasks, including the search and inspection of the objects that 

can pose a threat to human life and health. 
Existing manipulators for mobile robotic systems weigh from 5 to 15 kg and have limited functionality, 

consisting usually of the movement of objects due to a two-finger gripper, which can optionally be equipped 
with a video surveillance camera. The using of interchangeable tool modules can expand the functionality of 
the manipulation device. 

The using of tool modules at the manipulator is promising, as it expands its functionality. The tool may 
be placed on the gripper, but this excludes the possibility of its rapid change or the possibility of the object 
capturing by the manipulator. It is also possible to use a sophisticated gripping device that combines several 
tools and gripping fingers to provide greater functionality, but the mass of such module is unreasonably large, 
which increases the requirements for the manipulation device itself. 

Recent developments of manipulators for mobile robotic platforms 
Manipulator «Servosila Robotic Arm» 
Manipulator Servosila Robotic Arm (figure 1) is a removable module for robotic platforms. It has water 

and dust protection, so it can be used in rainy and snowy weather. Servosila Robotic Arm is able to withstand 
shocks and collisions with obstacles. 

The manipulator has 5 degrees of freedom and is able to lift an object weighing up to 6 kg on the border 
of the working area, with its own mass of 8 kg. Motors with a wave gear and integrated bearing unit are 
placed inside the joints. 

The modular design, consisting of motors and links connecting them, allows varying the configuration of 
the manipulator. Individual modules can be replaced to change the parameters of the manipulator, such as 
expanding or reducing the radius of the working area. 

 
Figure 1 – Manipulator «Servosila Robotic Arm» 



188 

An optional vision module, which includes various cameras, can be installed at the gripper of the 
manipulator as interchangeable equipment. 

Manipulator «DM4-A2» 
DM4-A2 (figure 2) is a modular manipulator for robotic platforms. It consists of links providing 4 

degrees of freedom and is equipped with a two-finger gripper. The manipulator is manufactured according to 
the standards of Resquared Robotics. The control is implemented with a joystick. 

The manipulator has 4 degrees of freedom and is able to lift an object weighing up to 4.5 kg near the 
robot, with a manipulator mass of 2 kg. Motors with planetary gears transmitting the rotational moment to the 
links through the bearing units are placed inside the joints. 

Optionally, an additional camera can be installed on the link in front of the gripper to monitor the capture 
of an object visually. 

 
Figure 2 – Manipulator «DM4-A2» produced by Resquared Robotics, USA 

Manipulator of the robot «SUGV» 
The manipulator is designed to be used on the SUGV mobile platform (figure 3) for capturing and 

moving objects, opening doors. 
The manipulator has 4 degrees of freedom and is able to lift an object weighing 5.4 kg at the border of 

the working area, with its own mass of 3.7 kg. 
The manipulator is equipped only with rotary joints driven by electric motors through a worm gear. The 

rotation of the gripper around the longitudinal axis is implemented through a cylindrical gear. 

 
Figure 1 – Manipulator of the robot «SUGV» produced by Endeavor Robotics, USA 

Requirements for the manipulator 
The considered manipulators are equipped only with rotational kinematic pairs, as a result, all of them 

have a spherical working area bounded below by the structural geometry of the mobile platform and the 
location of the manipulator. In the joints, mainly planetary and worm gearboxes are used, since they provide 
the required positioning accuracy and the necessary gear ratio, with lower economic cost and manufacturing 
complexity, comparing to wave gearboxes. Optionally, additional cameras and other attachments can be 
mounted on the manipulators. The considered manipulators consist of a root link, two or three intermediate 
links and a gripper. All links are connected by rotational kinematic pairs, however, some of the manipulators 
do not have a degree of freedom in the root link. 

The disadvantages of the considered manipulators include the following: 
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 external wiring; 
 part-turn joints; 
 a limited set of additional replacement equipment; 
 the using of low-efficiency mechanical gears (worm gear). 
Based on the review and analysis of the considered manipulators, the following requirements are 

imposed on the manipulator: 
 the using of rotational kinematic pairs; 
 the using of mechanical transmission with high efficiency; 
 the possibility of quick change of attachments; 
 the load capacity of 3 kg at the border of the working area; 
 length – up to 900 mm; 
 mass of the manipulator – up to 3 kg. 
The ability to change equipment without returning the robot to the place of service significantly reduces 

runtime of the mission, expands the functionality of the mobile robotic platform and saves the battery charge 
of the robot that is needed to move to the place of service and back. The analysis of manipulators for mobile 
platforms weighing from 5 to 15 kg allows concluding that the development of a manipulator with the ability 
to quickly change attachments is a relevant and promising task. 

Recent developments of gripping devices for mobile and stationary robots 
Gripping device «Robotiq2F-140», Robotiq 
The gripping device Robotiq2F-140 (figure 4) is intended for use on industrial robots and mobile 

platforms. It is a simple and reliable scheme with two fingers that move in parallel. The gripper is mainly 
intended for use on industrial manipulators, however, installation on mobile platforms is also possible. The 
standard configuration of the gripping fingers allows capturing and moving objects of various shapes, the 
dimensions of which correspond to the requirements. However, using the tool with this gripping device is 
impossible. 

A specific feature of this gripper is the presence of multiple sensors that help to control the capture of an 
object fully. It is also optional to install a camera in the form of a small add-on to control the capture of an 
object using vision systems. 

 
Figure 4 – Gripper «Robotiq2F-140» 

Gripping device of the robot «SUGV» 
The considered gripping device (figure 5) was designed and intended for the manipulator of the mobile 

platform SUGV. Structurally, the gripper is a continuation of the manipulator and does not have its own 
degree of freedom. The drive part is located at the end link of the manipulator, which makes the gripping 
device compact. The gripper has two fingers that move plane-parallelly. The shape and structure of the fingers 
allow not only to grab and hold objects but also to rotate them, for example, to open door handles. Optionally, 
additional lights and a camera can be mounted at the gripping device. 

The specificity of this gripping device, as well as the location of the drive part at the end link of the 
manipulator, allow it to be used only on the given manipulator. 
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Gripper of the manipulator «Servosila Robotic Arm» 
The gripper of the Servosila Robotic Arm (figure 6) is designed to work with objects of various shapes 

and dimensions. The gripper is equipped with a quick-release sealed mount, which allows its use only with a 
suitable manipulator. 

The fingers of the gripper are moving in parallel, the drive part is located at the base of the gripper. 
Dustproof and waterproof construction allows it to operate in different environments and weather conditions. 

 
Figure 5 – Gripper «SUGV» 

 
Figure 6 – Gripper «Servosila Robotic Arm» 

Requirements for the gripping device 
There is no possibility of quick installation and using a tool that extends the functionality of the 

considered grippers. 
In the considered gripping devices of mobile robots, electric motors are used, due to the compactness of 

the system and ease of operation. In this case, the fingers move plane-parallelly, which allows capturing 
objects of various shapes and sizes, within the working area of manipulation device. In addition, the fingers 
can rotate about the axis of the gripper, which allows to perform simple technological operations, unscrewing 
or twisting. In this case, the driving part of the fingers movement is located at the base of the gripping device 
or in the previous link of the manipulator. The movement of the fingers is carried out via a worm gear or a 
gear with a rack, which provides the necessary compression force. 

Based on the review and analysis of gripping devices, and also taking into account the specifics of the 
tasks performed, the following requirements can be formulated for a gripping device: 

 work with interchangeable tool modules; 
 two fingers; 
 resistance to workloads; 
 plane-parallelly movement of the fingers; 
 coordination of working surfaces with a captured mating part of the modules; 
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 an additional degree of freedom in the gripper (rotation of the fingers around the axis of the gripper); 
 holding an object weighing 3 kg. 
For the full operation of the manipulator and the gripping device, it is necessary to carry out modeling 

and research the arising loads in the joints and the necessary torque of the motors. Further, a drilling 
simulation is considered as the most loaded. It is necessary to check the performance of the manipulator when 
performing this technological operation. 

Modeling of technological operation (drilling) 
For the manipulator, the four most common technological operations were selected (figure 7), such as 

gripping and moving objects, drilling, cutting wires, and unscrewing. 

 
Figure 7 – Possible technological operations 

For simulations of the technological operation, a model (figure 8) with a mass distributed over the links 
was created to analyze torque moments in the drives of motors and reaction forces in the joints of the 
manipulator. 

 
Figure 8 – Model for loads analyzing 

The following mass distribution was used in the simulation: 
 the first link, m2 – 1000 g; 
 the second link, m3 – 800 g; 
 the third link with the gripper, m4 – 550 g. 
Link lengths: 
 the first link, l2 – 375 mm; 
 the second link звено, l3 – 325 mm; 
 the third link with the gripper, l4 – 185 mm. 
The motion of the manipulator was set as follows: 
 from 0 to 5 seconds – setting the manipulator to the operating position; 
 from 5 to 7 seconds – drilling with the force of pressing at the drill; 
 from 7 to 9 seconds – exit from drilling, stopping the process; 
 from 9 to 15 seconds – setting the manipulator to its original position. 
The torque of an average BOSCH GSR 1440 screwdriver is taken as the maximum torque of the drill, 

equal to 30 N⋅m. 
The rotational moment of drilling (figure 9) is set by an oscillatory function with an oscillation amplitude 

of 5 N⋅m and an average value of 25 N⋅m. This gives a variation of the rotational moment from 20 to 30 N⋅m. 
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The calculation uses a drill with a diameter of 6 mm. Such diameter is the maximum available for 
drilling. The pitch of the screw edges of the drill is approximately equal to two diameters, so it is taken equal 
to 12 mm. 

Theoretical measurements show that 80 % of the total cutting moment is accounted for by the main 
cutting edges, 8 % – by the transverse edge and 12% – by the friction of the chips on the drill and ribbons on 
the machined surface. The power spent on the longitudinal flow is small and does not exceed 1.0 - 1.5 % of 
the total power spent on drilling. Therefore, for the maximum axial feed force, we take the maximum loading 
capacity of the manipulator of 3 kg or 30 N. 

 
Figure 9 – Drill torque plot 

Analysis of the joints 
Consider the required torque of the motors and the reaction forces arising in the joints (figure 10). 

 
Figure 10 – Design model of the manipulator 

The root joint is the most loaded in the manipulator. According to figure 11, when the manipulator 
moves and at the beginning of drilling, the torque transmission occurs, from lifting the gripper together with 
the tool to pressing into the drilled material. The motor needs to produce a torque of 30 N⋅m. 
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Figure 11 – Motor torque plot of the root joint 

Based on the results, shown in figure 12, the reaction forces arising in the joint do not exceed 51 N. The 
resulting reaction forces are radial and do not cause axial displacement. 

 

 

 
Figure 12 – Reaction forces plot of the root joint along the axes X, Y, and Z 
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The elbow joint is the second most loaded joint in the manipulator. According to figure 13, when the 
manipulator moves and at the beginning of drilling, the torque transmission occurs, from lifting the gripper 
together with the tool to pressing into the drilled material. The motor needs to produce a torque of 12.5 N⋅m. 

 
Figure 13 – Motor torque plot of the elbow joint 

Based on the results, shown in figure 14, the reaction forces arising in the joint do not exceed 41 N. The 
resulting reaction forces are radial and do not cause axial displacement. 

 

 

 
Figure 14 – Reaction forces plot of the elbow joint along the axes X, Y, and Z 
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The wrist joint is the least loaded joint in the manipulator. According to figure 15, when the manipulator 
moves and at the beginning of drilling, the torque transmission occurs, from lifting the gripper together with 
the tool to pressing into the drilled material. The motor needs to produce a torque of 1.2 N⋅m. 

 
Figure 15 – Motor torque plot of the wrist joint 

Based on the results, shown in figure 16, the reaction forces arising in the joint do not exceed 34 N. The 
resulting reaction forces are radial and do not cause axial displacement. 

 
Figure 16 – Reaction forces plot of the wrist joint along the axes X, Y, and Z 
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In general, the simulation results show that the joints need to be strengthened to ensure the performance 
under these loads. 

Design of the manipulator and the gripping device 
The gripping device (figure 17) is driven by two electric motors. The first electric motor moves the 

gripping fingers. Through the coupling, the movement is transmitted to the intermediate shaft with the spur 
gear. Then the next gear drives the worm wheel shaft and the worm, which transmits the movement to the 
fingers rigidly connected to the worm wheel. The second electric motor rotates the fingers around the gripper 
axis. The gear motor transmits movement to the block with fingers through cylindrical gears, one of which is 
mounted on the output shaft of the gear motor, and the second on the block with fingers in size with it. 

Interchangeable tool modules are captured by the fingers of the gripper and held in them using a special 
adapter (figure 18), which also provides power. 

Overall dimensions of the manipulator in the folded state are 463 x 182 x 97 mm (figure 19), with a mass 
of 2.9 kg. 

For unification, the manipulator drives have similar structure and design. The drive is an open-frame 
motor with a developed planetary gearbox, located inside the aluminum shell (figure 20). The ILM50x14 
motor is used in the root and elbow drives, but the elbow drive uses two steps in the planetary gearbox, and 
the root drive uses three steps. The wrist joint uses an ILM50x8 motor and two steps of a planetary gearbox. 

 
Figure 17 – 3D model of the gripping device:  

pos. 1, 9 – electric motors, pos. 2 – coupling, pos. 3 – brake, pos. 4-5, 10-11 – spur gears,  
pos. 6 – worm, pos. 7-8 – worm wheels, pos. 12 – three-component force sensor,  

pos. I, IV – motor output shafts, pos. II – intermediate shaft, pos. III – worm wheel shaft 

 

Figure 18 – Adapter for the gripping device (on left),  
and the gripping tool in the gripper (on right) 
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Figure 19 – Developed manipulator 

The first link of the manipulator is located on the base and includes two drives connected by a shoulder, 
representing a tube with welded flanges for fastening to the drives (figure 21). The second link of the 
manipulator is attached to the first with special fastening. At the second end of the link, there is a drive 
carrying the gripping device (figure 21). 

 
Figure 20 – Drive of the manipulator joint (some parts are shown transparently for clarity) 

 
Figure 21 – Developed manipulator 
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Conclusion 
An analytical review was conducted, the advantages and disadvantages of the existing structures of 

manipulators and gripping devices for mobile platforms weighing from 5 to 15 kg were revealed. The 
configuration and geometrical dimensions of the links of the manipulator were determined. The type of 
gearboxes in the joints of the manipulator was selected. The gripping device structure was selected. 

The proposed manipulator can be used on various mobile robotic systems with a mass from 5 to 15 kg, 
responding to the formulated requirements. Interchangeable tool modules will significantly expand the 
functionality of the robots, and equipment replacement without additional intervention will significantly 
reduce the time of performing a number of tasks. 
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Abstract 
One of the main tasks of robotics is to replace a person when working in conditions dangerous to his life 

and health. The functionality and effectiveness of robotic systems is determined by the control method used. 
To solve complex problems in a non-deterministic environment, the use of anthropomorphic robots with 
copying control is promising. As a master for copying control, systems based on various principles can be 
used. The master device in the form of an exoskeleton combines mobility and the possibility of realizing 
moment-force sensation. Unlike the copying manipulator system, where the master and slave are proportional 
to each other, in the general case, the exoskeleton and executive manipulator are not proportional or even have 
a different kinematic structure. One of the tasks that arise when implementing copying control using a master 
in the form of an exoskeleton is planning the movement of an anthropomorphic manipulator based on known 
information about the position of the operator’s hand. The purpose of the article is to calculate the generalized 
coordinates of the anthropomorphic manipulator with a copying control that satisfy the conditions for the 
effectiveness of copying control. As conditions for the effectiveness of copying control, we used the 
conditions for maximizing the involved operating space of the executive manipulator, coordination of the 
orientation of the wrist link of the manipulator and the palm of the operator, similarity to the orientation of the 
plane formed by the wrist, elbow and shoulder joints of the manipulator, and similar operator joints. To 
calculate the generalized coordinates of the manipulator, an analytical calculation technique was proposed 
based on the Denavit-Hartenberg representation and Euler angles. The novelty elements of the presented 
solution is an analytical calculation of the generalized coordinates of the manipulator that satisfy complex 
requirements. The practical significance of the analytical calculation of the generalized coordinates of the 
manipulator lies in the low computational complexity, which determines the relevance of using real-time 
copying control systems. 

Keywords: anthropomorphic manipulator, anthropomorphic robot, copying control. 

Introduction 
One of the main tasks of robotics is to replace a person when working in conditions dangerous to his life 

and health. One of the factors determining the functionality and efficiency of robotic systems is the control 
method used. Often, the robotic complex is tasked with performing heterogeneous targeted operations in a 
complex non-deterministic environment. For example, in [1] the task of robotic servicing of a target satellite is 
described, which generally does not meet the standards of a service robot, which still remains an open 
research area, which is associated with many technical problems. One of the biggest problems is ensuring safe 
and reliable maintenance of the target spacecraft with the help of a service one, or capturing a target for its 
stabilization and subsequent maintenance. The task is further complicated if the target has unknown motion 
characteristics. It is obvious that the current level of automatic control systems is not able to ensure the 
implementation of this operation with high reliability. The presence of a large number of classes of tasks that 
only a person can handle determines the prospects of using anthropomorphic robots with a copy control 
method. Using the copy control allows you to realize the virtual presence of the operator in the body of the 
robot. In [2], a hardware-software complex is presented, designed to perform basic technological operations at 
the International Space Station. The composition of the complex includes a copy type master and an 
anthropomorphic second-generation SAR-401 robot, as well as a control system. Testing of the developed 
complex was carried out at the research and testing center for cosmonaut training in 2013 and 2015, the results 
of which showed the possibility of using the copy type control to perform typical space operations. 

Copy control can be implemented using various technologies. In [3], a technique is proposed in which 
the manipulator is controlled using a Kinect sensor. To form the movement of the manipulator that copies the 
movement of the operator’s hand, an algorithm is used to solve the inverse kinematics problem. The 
movement of a human hand in three-dimensional space is captured, processed and replicated by a robotic arm. 
In [4], the concept of robot teleoperation was presented, which tracks the position of the operator using the 
Kinect motion capture device and the use of algorithms for solving the inverse kinematics problem. The 
methods were demonstrated on the Mitsubishi Movemaster EX with five degrees of freedom. The 
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disadvantages of non-contact motion capture are the inability to implement force moment feedback and the 
need to collect and synchronize visual information from several angles to ensure reliable motion capture. 

An alternative and the basis of the first copy control systems is the use of lever systems as master 
devices. A known system of the copy manipulator [5], used for remote work with radioactive substances. The 
master and executive manipulators are proportional to each other, which makes the formation of control laws 
simple. The value of the generalized coordinates of the executive manipulator fully corresponded to the 
similar values of the master manipulator. 

An alternative to stationary copy control systems are mobile copy control systems using a master in the 
form of an exoskeleton. In [6–7], a system for copying movements using an exoskeleton is considered. An 
analysis of the performance of a motion copying system based on information about the speed of a robot with 
two degrees of mobility is presented in [6]. In [7], a system for copying movements is proposed. The control 
system is constructed in such a way that the desired movement of the master body, specified by the human 
operator, is completely copied up to a scale factor by the executive body, for which purpose tracking systems 
are used that use feedback on the efforts or moments that arise during the operation of the executive body. 

In [8–9], the problem of the accuracy of positioning of the actuator during copy control of the robot is 
investigated. In work [8], a parallel manipulator for minimally invasive surgery is presented, the remote center 
of which is capable of generating control actions with four independently controlled degrees of mobility. The 
geometry and decomposability of the manipulator motion are investigated, and the problem of its inverse 
kinematics is solved. The domestic development of an anthropomorphic gripping manipulator with high 
accuracy of copying the movement of a human hand is presented in [9]. The application of the method of 
planning the trajectory of movement allows you to pre-calculate the parameters of movement of the joints. 
In [10–11], the solution of problems of dynamics and kinematics is considered to determine the spatial 
position of the nodal points of the manipulator. In [10], the kinematic model of the Fanuc AM100iB robot was 
developed and tested. The test consisted in the robot working in the mode of controlling the values of natural 
angles at selected points in its workspace and reading the readings of the coordinates of the point in the global 
coordinate system of the robot on the operator panel. 

One of the tasks to be solved when implementing copying control is to determine the rotation angles of 
the operator’s hand, based on the measured values of the generalized coordinates of the exoskeleton. The 
article [11] describes the development of an exoskeleton with an excessive degree of mobility for restoration 
of the upper limbs. The technique of analytical solution of the inverse problem of the kinematics of 
exoskeleton movement is presented to ensure synchronous movement with patients and ensure the natural 
interaction of humans and robots. For the mathematical description of excessive mobility, the angle of rotation 
of the elbow is introduced as an additional parameter for determining the position of the human hand with a 
predetermined location of the wrist. A kinematic criterion is proposed for determining the angle of rotation by 
simulating the natural reflexive reaction of a human hand. Experimental results show that the kinematic 
criterion for determining the angle of rotation is suitable for describing free motion without additional 
restrictions. Moreover, with the presented rotation angles, the root-mean-square errors between the actual and 
calculated hinge angles were not more than 8°. In [12], a complex technique for calculating the rotation angles 
of an operator’s hand based on the rotation angles of a master device in the form of an exoskeleton is 
presented. 

Another important task is to determine the rotation angles of the actuator. Unlike the copy manipulator, 
the operator’s hand and the executive manipulator are not proportional to each other. In addition, the task is 
complicated by the presence of two executive manipulators, cooperatively performing target operations. If the 
mismatch of the movement of one manipulator with the movement of the operator’s hand can be compensated 
for by the inherent proprioception, then with two manipulators some problems cannot be solved in this way. 
For example, even with equal lengths of the links of the manipulator and parts of the operator’s arm, if the 
«shoulder width» of the robot, that is, the distance between the shoulder joints, is greater than the width of the 
operator’s shoulders, the situation shown in Figure 1 is possible when the manipulator copies the rotation 
angles in the joints of the operator’s arm. 
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Figure 1 – Problematic situation of copying rotation angles 

Due to the fact that the «shoulder width» of the robot is greater, when the operator’s hands are brought 
down palm by palm, there will be a gap between the wrist links of the manipulator. Therefore, the urgent task 
of calculating the rotation angles of the anthropomorphic manipulator when copying control with a master in 
the form of an exoskeleton. 

Anthropomorphic manipulator motion planning 
The kinematic diagram of the manipulator under consideration is shown in Figure 2. 

 
Figure 2 – The manipulator kinematic diagram 

The number of rotational degrees of mobility 7n  . Joints 1-3 match the shoulder joint, joint 4 – elbow 
joint, joints 5-7 – wrist joint. Let us designate the part of the manipulator between the shoulder and elbow 
joints as the shoulder link, between the elbow and wrist joints as the forearm link, between the wrist joint and 
the working end as the carpal link. 

To describe the parameters of the kinematic scheme, we use the Denavit-Hartenberg representation. In 
accordance with the Denavit-Hartenberg representation, each i -th link is described by a set of four 
parameters: , , ,a d    one of which characterizes the movement of the manipulator in i -th jopint and is the 
generalized coordinate of the manipulator. The system of seven links is respectively described by parameter 
vectors , , ,a d α θ . Since all the kinematic pairs of the manipulator are rotational, the vector of generalized 

coordinates that uniquely describes the position of the manipulator is θ . 
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In accordance with the Denavit-Hartenberg representation, each link of the manipulator is associated 
with a related coordinate system according to a certain rule. The direction and location of the associated 
coordinate systems of the manipulator under consideration is shown in Figure 3. 

The homogeneous transformation matrix from the i -th coordinate system to the j -th can be found by 
the formulas [13]: 
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Figure 3 – Coordinate systems associated with the links of the manipulator 
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where 
i

jT  – transformation matrix from j -th to i -th coordinate system; 
1i

iA  – homogeneous matrix of complex transformation between adjacent coordinate systems; 

 , z θT  – homogeneous matrix of elementary rotation about the z  axis by an angle  ; 

 , dz dT  – homogeneous displacement matrix along the z  axis by d ; 

 . ax aT  – homogeneous displacement matrix along the x  axis by a ; 

 , x αT  – homogeneous matrix of elementary rotation about the x  axis by an angle  ; 

, , , a d α θ  – Denavit-Hartenberg parameter vector columns describing the kinematic structure of the 
manipulator. 

The desired position of the manipulator in the space of generalized coordinates must satisfy the following 
conditions. The condition for maximizing the use of the operating space of the manipulator has the form: 

7 7 ,
m mr r
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where 7O  – radius-vector of the working end of the manipulator; 

mr  – maximum outstretched manipulator lenght; 

7O  – radius vector of the center of the palm of the operator; 

mr  – maximum outstretched arm length. 

The condition for coordinating the orientation of the operator’s brush and the manipulator’s hand link: 
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where h , h , h  – Euler angles of the manipulator hand; 

h , h , h   – Euler angles operator hand. 

The condition for the similarity of the orientation of the plane formed by the wrist, elbow and shoulder 
joints of the manipulator, and similar joints of the operator is: 
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where 7o  – vector connecting the shoulder joint of the second manipulator, and the working end of the first; 

7o  – vector connecting the shoulder joint of the second hand of the operator, and the center of the palm 

of the first; 
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2  and 2  – angle of rotation in the joint 2 of the manipulator and a similar angle of rotation in the 

shoulder joint of the operator’s hand. 
The purpose of the article is to calculate the angle of rotation of the manipulator θ , satisfying the 

conditions for maximizing the use of the operating space of the manipulator, matching the orientation of the 
operator’s hand and the wrist link of the manipulator, similarity to the orientation of the plane formed by the 
wrist, elbow and shoulder joints of the manipulator, and similar operator joints based on the following initial 
data: 

 manipulator's constant parameters of the Denavit-Hartenberg , ,a d α ; 

 the distance between the shoulder joints of the manipulator m ; 

 radius vector of the center of the palm of the operator 7O ; 

 vectors connecting the shoulder joint of the second hand of the operator, and the center of the palm of 
the first 7o ; 

 Euler angles operator hand h , h , h  ; 

 rotation angle 2  in the shoulder joint describing the adduction/abduction of the operator’s arm in the 

coronary plane. 
To solve this problem, the following calculation method is proposed. 
The calculation of the maximum length mr  of the extended arm: 

1 2 3 ,mr l l l    (10) 

where 1 2 3, ,l l l  – the length of the shoulder, forearm and carpal links of the manipulator. 

Based on the maximum length mr  of the extended arm, the distance from the center of the palm of the 

hand of the operator to the center of the shoulder joint is recalculated based on the condition for maximizing 
the involved operating space of the manipulator: 
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Similarly, the distance from the center of the grip to the origin of the second manipulator is calculated: 
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Vectors 7O , 7o  and the line connecting the shoulder joints of both manipulators of the anthropomorphic 

robot form a triangle, for which the cosine theorem is valid: 

2 2 2
7 7 72 cos ,m m   o O O  (14) 

where   – the angle between the line passing through the shoulder joints of both manipulators of the 

anthropomorphic robot and the vector 7O . 

Angle   can be found by the formula: 
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and the coordinates of the working end on the plane in question are expressed in terms of the angle  : 

7 7 cos ,xO  O  (16) 
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7 7 sin .yO  O  (17) 

Projection 7zO  of vector 7O  on axis z  can be found with scaling factor: 
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Based on the known coordinates of the center of the tong, a homogeneous transformation matrix can be 
found from the coordinate system associated with the tong into the global coordinate system: 
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where hC , hC  and hC  – cosines of angles h , h  and h  respectively; 

hS , hS  and hS  – sinuses of angles h , h  and h  respectively. 

Based on a known matrix 7T  the position in the Cartesian coordinates of the wrist joint of the 

manipulator can be found: 
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Based on the known positions of the joints in Cartesian coordinates, subject to restrictions 2 2   , 

imposed by a condition of similar orientation of the plane formed by the wrist, elbow and shoulder joints of 
the manipulator, and similar operator joints, the rotation angles of the manipulator can be calculated using the 
method for solving the inverse kinematics of the excess manipulator described in [12]. 

Visualization of the results of calculating the angle of rotation of the manipulator using the proposed 
mathematical apparatus is shown in Figure 4. As can be seen from Figure 4b, despite the disproportionality of 
the manipulator and the operator’s hand, the wrist link of the manipulator is oriented just like the operator’s 
brush, and the plane formed by the shoulder, elbow and wrist the joints of the manipulator coincides with the 
same plane of the operator’s hand. 

 
a) 

 
b) 

Figure 4 - Example of calculation results: a) absolute scale; b) relative scale 
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Conclusion 
The article proposes an analytical technique for planning the movement of an anthropomorphic 

manipulator with copying control using a master in the form of an exoskeleton. The proposed technique 
allows us to calculate the angle of rotation of the manipulator, satisfying the conditions for maximizing the use 
of the operating space of the manipulator, matching the orientation of the operator’s hand and the wrist link of 
the manipulator, similar to the orientation of the plane formed by the wrist, elbow and shoulder joints of the 
manipulator, and similar operator joints. Low computational complexity and accounting for complex 
requirements for copying control determine the prospect of applying the proposed methodology in existing 
systems of copying control. 
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Abstract 
While building a supervisor robot control, even in extreme conditions, Wi-Fi wireless communications 

are allowed (for example, we implemented multi-stream video transmission for the Brokk-type EMERCOM 
robots). However, in this case there are two problems - it is necessary to foresee that the attenuation of the 
signal upon detection of coverage areas and the provision of switching control using the automatic return 
algorithm. In our work, a number of approaches to assessing the quality and quality of work were proposed. 
An experimental study of this parameter was carried out in robotized systems (IINET RGGU – Keldysh 
Institute of Applied Mathematics RAS), consisting of many rooms in which the control of mobile service 
robots Amur-307, Amur-105, Robotino and others. 

To control the service robot, seamless roaming (handover) technology was implemented - providing Wi-
Fi coverage, with access to several access points (clients), switching between zones, switching from one point 
to another without losing the signal [1]. When designing such a seamless wireless network, one of the most 
important conditions affecting the quality of the built network infrastructure is to determine the degree of 
attenuation of the wireless signal. 

With the help of specialized software, a survey of parts of the building was conducted. Wall types and 
the actual scale of the plan were identified, and inconsistencies were corrected. D-Link DWL-3200AP 
provides the optimal location of access points to the most important signal transmission zones, taking into 
account the existing wired infrastructure. To reduce the level of interference, it was decided to use non-
overlapping channels (1, 6, 11) at 2.4 GHz. The implementation of the project to cover the premises with 
uninterrupted Wi-Fi signal coverage allowed not only to manage service robots, but also to create a public Wi-
Fi infrastructure for visitors without the need for reconfiguration. 

Keywords: mobile service robots, WiFi seamless coverage for supervisory management. 

The first step in building a wireless network is to design it, taking into account the radio survey of all 
rooms. The plan of the rooms was drawn up, optimal places were chosen to install of access points, taking 
into account the absorbing capabilities of walls, doors and other objects. 

The project of a wireless Wi-Fi network should always include a radio inspection of the object at the 
design stage and prior to the installation of the equipment. Radio testing was carried out at the design stage to 
determine the configuration and optimal installation sites of equipment to ensure uninterrupted and high-
quality network operation. There are two main types of radio survey: 

1. Passive examination. It’s conducted with a test access points, that are selected to build the network. 
The level of the received signal is measured, and the signals of all access points in the study zone are recorded 
in the 2.4 GHz and 5 GHz bands. 

2. Active examination. It implies the additional use of metering devices that imitate a real subscriber 
device (mobile phone, tablet, laptop, barcode scanner) communicating with the access point. Measurement of 
real data: connection speed, packet loss, switching between points, etc., diagnostics of client devices. 

In addition to surveys using actual measurements at the site, a radio survey can be used to design still 
non-deployed Wi-Fi networks. This type of survey is called “predictive” or “virtual”, since Wi-Fi 
characteristics are calculated for a virtual model of the environment created by the user. The process of 
creating and configuring a virtual environment, choosing the location of virtual access points (APs) and 
analyzing a simulated Wi-Fi network is usually called “RF-planning” [2]. 

Prior to the beginning of the radio survey, a plan of the robotarium, a department, was received, on which 
a Wi-Fi network is expected. A study was conducted of the premises, the accuracy of the plan, the thickness 
and height of the walls were determined, as well as columns and fire doors were marked. The plan (floor) is a 
schematic of the object, presented as a drawing with special designations (for example, a “BTI” plan). The 
designations used when creating floor plans of an object are called graphical symbol (GS) and are governed 
by various State Standarts: 
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 GOST 21.201-2011 Project documentation system for construction. Conventional graphic images of 
elements of buildings, structures and structures. 

 GOST 21.205-93 SPDS. Symbols of elements of sanitary and technical systems. 
Based on the information obtained during the analysis of these standards, a table of symbols used in 

terms of premises was created (Table 1). 

Table 1. GOSTs, used in terms of premises 

Name of the object GS facility on the plan Standard Note 

Ladder  
(lower march) 

 

GOST 21.201-2011, p. 
4.6 

On the plans of the stairs 
the arrow indicates the 
direction of raising the 

march. 

Ladder  
(intermediate marches) 

 

GOST 21.201-2011, p. 
4.6 

On the plans of the stairs 
the arrow indicates the 
direction of raising the 

march. 

Ladder/stairway  
(Upper March) 

 

GOST 21.201-2011, p. 
4.6 

On the plans of the stairs 
the arrow indicates the 
direction of raising the 

march. 

Column  
(support) 

 

GOST 21.201-2011, p. 
4.2 

 

Sink 

 

GOST 21.205-93, tab. 2  

Toilet 

 

GOST 21.205-93, tab. 2  

Window opening 

 

GOST 21.201-2011, 
Clause4.4 

 

Room number and its area Examples of plans  

When designing a seamless wireless network, it is worth considering one of the most important 
conditions affecting the quality of the built network infrastructure - determining the degree of attenuation of 
the wireless signal. In order to take into account this important factor, a model of radio propagation in rooms 
is being developed. When building this model, the following factors should be considered: 

 Signal interference with various electrical devices has a significant effect on signal propagation. 
 Attenuation of a radio signal or its complete loss may occur as a result of passing through various 

obstacles or reflections from them. 
Obstacles include walls, beams, furniture, different types of doors, columns. Such objects, being on the 

path of radio signal propagation, partially / significantly (depending on the obstacle) absorb or reflect it, which 
leads to a deterioration in the signal quality. Each obstacle in the zone of propagation of a signal reduces its 
power. The more obstacles are there, the worse the signal becomes. It is also worth noting, that the Wi-Fi 
signal not only tries to bend around an obstacle, but also passes through it, which leads to additional reflection 
and absorption of a part of the original signal. Quality affects not only the number of walls located on the 
signal propagation path, but also their thickness. There are materials with a different signal absorption 
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coefficient. For example, wood, plastic, ordinary glass, drywall refer to materials with low absorption. Tinted 
glass, water (large aquarium), bricks, plaster are materials with medium absorption. Materials with a high 
absorption coefficient, which have a strong negative effect on the signal, include metal (iron doors, aluminum 
and steel beams), concrete (inside which there is a reinforcing lattice), and ceramics. Indoors, mirrors can also 
cause radio signal interference (strongly reflect the signal) and tinted windows. The table below shows the 
loss of Wi-Fi signal efficiency, when passing through various environment. The values (not absolute, but 
approximate) are given for a wireless network operating in the 2.4 GHz frequency band (Table 2). 

Table 2. Wi-Fi signal efficiency losses 

Obstacle Additional loss, dB Effective distance 

Open space 0 100% 

Window without tinting (no metallized coating) 3 70% 

Window tinted (metallized coating) 5-8 50% 

Wooden wall 10 30% 

Interroom wall (15.2 cm) 15-20 15% 

Bearing wall (30.5 cm) 20-25 10% 

Concrete floor / ceiling 15-25 10-15% 

Monolithic reinforced concrete floor 20-25 10% 

Effective distance means how much the range of a Wi-Fi signal will decrease after passing the 
corresponding obstacle compared to open space [3]. To obtain a more extensive and accurate model of radio 
signal propagation, four main types of walls were identified that were used when working with the floor 
plan: 

1. Type 1 - thin partitions up to 10 cm thick (this type also includes windows inside the cabinets). 
2. Type 2 - interior walls with a thickness of 10 cm to 20 cm, consisting of drywall. 
3. Type 3 - interior walls with a thickness of 10 cm to 20 cm, consisting of concrete, sheathed with 

plasterboard. 
4. Type 4 - concrete and brick walls with a thickness of 20 cm. 
Considering these four views, the corresponding marks were made on the plans, showing where the type 

of walls is and their width. Formulated network requirements include: 
 Number of users per point at least 10 
 Acceptable signal level, which is enough for both remote control of robots and Internet surfing (up to -

60 dBm) 
 Seamless roaming 
In order to check the quality of the coating, a passive survey was conducted with test access points. 

Measurements were made of the received signal level in the study zone in the 2.4 GHz band. The access 
points (AP) D-Link DWL-3200AP available at the customer participated in the modeling of the coverage. 
Based on the fact that there were 4 access points, their optimal location was determined in terms of covering 
the most important signal propagation zones (Fig. 1.). Also the existing wired infrastructure was taken into 
account to minimize the cost of installation work. To reduce the level of interference, it was decided to use 
non-overlapping channels (1, 6, 11) at 2.4 GHz.  
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Figure 1 – The level of signal propagation using four APs  

Further analysis of the telecommunication equipment market was carried out in order to select the AP 
models most suitable for the tasks assigned and the following APs were considered: Ubiquiti UniFi AP 
(UAP), Ubiquiti UniFi AP LR (UAP-AC-LR), Ubiquiti UniFi AP Pro (UAP-AC -PRO), Ubiquiti UniFi AP 
AC Lite (UAP-AC-LITE). Table 3 shows the price range for these AP models, and Table 4 compares the 
characteristics of these APs. 

Table 3. Estimated cost of equipment on the market 

AP Model Cost of 1 pcs., RUB 
The cost of a set of 3 

pieces., RUB 
The cost of a set of 5 pcs., 

RUB 
Ubiquiti UniFi AP 4520 11800 (megabitcomp.ru), 

13400 ( Beru.ru ) 
- 

Ubiquiti UniFi AP LR 7200 17379 (wifimag.ru) 32210 (its-wifi.ru) 

Ubiquiti UniFi AP PRO 9830 28050 (its-wifi.ru), 29350 
(wifimag.ru) 

46300 (its-wifi.ru), 47716 
(wifimag.ru) 

Ubiquiti UniFi AP AC 
Lite 

5800 - 25650 (its-wifi.ru), 26708 
(wifimag.ru) 

Table 4. Equipment specifications 

Specifications UAP UAP-AC-LITE UAP-AC-PRO UAP-AC-LR 

Wi-Fi standard 
802.11n 

(802.11 b / g / n) 
802.11a / b / g / n / 

ac 
802.11a / b / g / n / 

ac 
802.11a / b / g / n / 

ac 
Frequency range  

Wi-Fi devices 
2.4 GHz 2.4 / 5 GHz 2.4 / 5 GHz 2.4 / 5 GHz 

Max. Speed wireless 
connections 

300 Mbit / s 1167 Mbit / s 1750 Mbit / s 1300 Mbit / s 

Simultaneous work  
in two ranges 

none available available available 

Radius actions 
outpremises 

no data 122 m no data 183 m 

Power transmitter 20 dBm 20 dBm 22 dBm 
24 dBm (22 dBm at 

5GHz ) 

Speed ports 100 Mbit / s 1000 Mb / s 1000 Mb / s 1000 Mb / s 

amount 
Ethernet ports 

1 1 2 1 

amount 
internalantennas 

2 2 3 1 
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Specifications UAP UAP-AC-LITE UAP-AC-PRO UAP-AC-LR 
Coefficient 

gaininternal antennas 
8 dBi 3 dBi 3 dBi 6 dBi 

MIMO 1x1 2x2 3x3 3x3 (2x2 for 5 GHz)

IEEE 802.1Q 
support(VLAN ) 

available available available available 

Security 
WEP, WPA-PSK, 

WPA-TKIP, WPA2 
AES, 802.11i 

WEP, WPA-PSK, 
WPA-Enterprise 
(WPA / WPA2, 

TKIP / AES) 

WEP, WPA-PSK, 
WPA-Enterprise 
(WPA / WPA2, 

TKIP / AES) 

WEP, WPA-PSK, 
WPA-Enterprise 
(WPA / WPA2, 

TKIP / AES) 

Nutrition 
Passive Power over 
Ethernet 12-24 V, 

24V 0.5A 

802.3af / A PoE 24V 
Passive PoE (Pairs 
4, 5+; 7, 8 Return) 

Passive Power over 
Ethernet (48V), 

802.3af / 802.3at 
Supported 

(Supported Voltage 
Range: 44 to 

57VDC) 

802.3af / A PoE 24V
Passive PoE (Pairs 
4, 5+; 7, 8 Return) 

Number of 
simultaneous 

customers 
Up to 100 More than 250 More than 250 More than 250 

Width 200 mm 160 mm 176 mm 176 mm 

Height 200 mm 32 mm 43 mm 43 mm 

Depth 36 mm 160 mm 176 mm 176 mm 

Weight 290 g 170g 350 g 240 g 

Let us consider the signal level by using various options. Hereinafter, the name of the pictures in 
brackets will indicate the signal level. For example, “AC LITE x 5 (-60 dBm )” means that the signal level of 
-60 dBm ... -50 dBm is highlighted in gray, the signal of the best level is colored in other color. Analyzing 
the data obtained, the customer was given the following recommendations on the choice of equipment: 

 It does not make sense to consider UAP AP, since it does not know how to work in the 5 GHz band, 
and in the future, if there is a need to connect, besides robots, also visitors, it is better to “unload” the 2.4 GHz 
band for smooth work with robots. On the other hand, for 20 tr. one can take 5 of these access points. 

 UAP AC LR and UAP AC PRO show almost identical results when using three points, and when 
using five. Therefore, it makes no sense to overpay for the PRO version. 

 When choosing between UAP AC Lite and UAP AC LR, you should rely on the budget and the 
number of points. 

In this work, a survey was conducted of a rather large room of a robotarium at the Minot of the RSUH 
with the subsequent installation of access points and a passive radio survey that allowed testing the simulated 
coverage. Thus, confirmation was obtained of the effectiveness of the proposed method of building room 
models for designing sustainable supervisory control of a group of mobile robots for various purposes - 
service, for telemedicine, for surveying premises in extreme situations, including network deployment using 
the repeater robots themselves. Studies are also based on other works of our team - see [4-7]. 
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Abstract 
The control of normal reactions of walking propulsion devices underwater robots in the implementation 

of the traction force and the separation from the ground in the paper considered. 
Keywords: propulsion device, underwater walking robot, pulling force, the force of resistance to motion. 
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Introduction 
One of the main tasks in the development of underwater mobile robots to move around the bottom 

surface is to ensure proper profile and reference maneuverability. Its solution may be based on the use of 
walking propulsion devices [1]. Improving the reference maneuverability is an urgent task for both ground 
vehicles and mobile underwater robots. The main factor affecting the supporting permeability is the 
magnitude of the normal reaction exerted by the propulsion device on the ground [2, 3, 4]. For underwater 
robots, this effect is more significant due to the “compression effect” [5]. A characteristic feature of walking 
thrusters is that with an increase in normal reactions linear traction properties increase linearly, but at the same 
time proportional to the square of the normal reaction increases the resistance forces to movement [6, 7]. 
Another feature is that the normal reactions depend on the movement of the body relative to the fixed supports 
propulsion device. However, these reactions can be controlled both by deliberately changing the stiffness of 
the supports, and by changing the buoyancy for pontoon-type robotic systems [8, 9] and by vertical micro-
movement of the foot of the walking mechanism, for robots with orthogonal-type propulsion devices (Fig. 1) 
[10]. For mobile robots moving along the bottom of reservoirs, due to a certain specificity of movement, 
manifested in such well-known phenomena as: arising pushing force, possible presence of flow, difficult 
separation of the propulsion device foot from the bottom surface caused by the “compression” effect [11, 12, 
13] optimal control problems were not set. So for the implementation of the transfer of the propulsion device
to a new position, it is required to detach the foot from the ground, and this, due to the “compression” effect, 
requires much more effort. This is confirmed experimentally, but both the mathematical model of the process 
and the regularities established in accordance with it, which allow accounting and purposefully controlling the 
lifting of the foot in order to ensure the permissible drive forces, are absent. 

Figure 1 – Walking robot «Ortonog» 
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Statement of problem 
1. An absolutely rigid body, supported on N supports, as propulsion devices, periodically interacting with 

a supporting surface (Fig. 2) is taken as the design scheme of an underwater mobile robot. The center of mass 
of the robot and the center of pressure do not coincide and are at a distance b from each other. Each of the 
supports is located at a distance aj from the center of mass, and in the process of movement, these coordinates 
change by the amount of horizontal movement of the robot S before the transfer of one of the thrusters to a 
new position. 

 

Figure 2 – The design scheme of the robot: 1 – the body of the robot;  
2 – propulsion foot; 3 – ground 

The control efficiency is evaluated by criterion I, consisting of two indicators: the amount of traction and 
coupling properties I1 and the force of resistance to movement I2 
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where G is the weight of the robot; f – coefficient of adhesion; cn is the stiffness of the support-soil system; l is 
the step length. 

Moreover, the relationship between them k1, k2 is determined by the developer in each specific situation 
with manual control and control system for robots capable of self-controlling [14]. 

The controlled parameters are the normal reactions Pj. This is possible, since when studying the 
translational motion of the robot body there are only two equations for determining the normal reactions. 
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Therefore, if there are more than two support reactions, then they can be controlled. The simplest 
relations for their determination together with equations (2) are 
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where γjn, Dn – parameters to be determined. 
The minimum number of thrusters, ensuring steady movement of the considered mobile robot, allowing 

the transfer of thrusters and reaction management is three. 
Therefore, to test the control method, a robot based on three movers is considered. In this case, instead of 

(3) one equation holds, for example 
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3 2 0P P, D  . (4) 

The physical meaning of the coefficients introduced is the control parameters. 
The task is to determine the control parameter γ of the maximum performance criterion I 

1 1 2 2I k I k I  . (5) 

2. To solve the problem of foot separation, a horizontal plate of mass m and area S is progressively 
moving along the vertical axis in a liquid medium with a known permeability coefficient k and dynamic 
viscosity μ [15] as a design scheme for the foot of a walking propulsion device interacting with the ground of 
the reservoir. At the stage of the traction mode, the plate (Fig. 3) is at rest, and at the stage of lifting it is 
affected by forces: mg is the weight of the plate, T is the force developed by the propulsion foot lifting drive, 
p0S, pS are the upper and lower pressure forces respectively plate surface. In the equilibrium position p = p∗ 

0p S p S F,    (6) 

where F is the buoyancy force. 

 
Figure 3 – The design scheme of the engine immersed in the ground: 

1 - the surface of the reservoir, 2 - the reservoir, 3 - the boundary of the reservoir and bottom soil,  
4 - bottom soil, 5 - propulsion support, 6 - propulsion stop 

When the plate moves submerged upward, a vacuum forms under it, due to the expansion of the volume 
of dissolved air in the liquid in accordance with Henry's law [16]. In the design scheme, this is taken into 
account by the difference of coordinates between the bottom surface of the plate x and the surface of the 
liquid ξ 

x      (7) 

In the equilibrium position of the foot at t = 0 

0 0 0 0 00 0 0, x , x ,        (8) 

1 2 

3 5 

6 

x 
ξ 

4 

l∗ 
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The rise of the foot is carried out with an initial zero speed under the action of a force T developed by a 
lifting drive. When the foot reaches the height x =l∗, the foot breaks away from the ground and the force 
caused by “compression” under its lower base ceases to act on it. 

In this case, one of the tasks is to determine the drive force for a given law of change in the speed of the 
foot. 

Solution method 
1. The solution of the first task is 
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where V0 is the speed of the robot, an0 is the initial coordinates 
The indicator I1 does not depend on the support reactions Pj, and the indicator I2 has the form 

     2 2 2 2 2 2 2 2
2 11 21 31 11 12 21 22 31 32 12 22 32

1
2 .I G G                        

 (11) 

The graph (Fig. 4) shows the dependence of the indicator I2 on time with the initial coordinates a10= -4, 
a30= 4, with different coordinates a20. 

 

 
Figure 4 - Dependence of the indicator I2 on the movement of the robot S with a different location of one of 

the propulsion devices a20 at γ = 0,5: 
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1 – a20 = -0,5; 2 – a20 = 0; 3 – a20 = 0,5; 4 – a20 = 1 

The results of the calculations show that the location of the propulsion devices in particular of one central 
one influences the force of resistance to movement, and in the process of moving the force of resistance 
changes, in particular, in the considered model problem by 100%. 

2. The solution of the second task is based on Henry's law on the concentration of gas in a liquid 
medium, the law of its expansion for the polytropic process when lifting the foot, the Darcy law of fluid 
filtration and the theorem on the movement of the center of mass of the foot as a solid, when the foot begins to 
separate from the ground. 

As a result, the equation 
 

 
0

0

m S S
V mV V mg F T

p S F


    

  
    (12) 

 

where m, S are, respectively, the foot mass of the walking mover and the area of its interaction with the 
ground, α = k/μl∗n is the proportionality coefficient between the fluid pressure in different horizontal sections 
of the soil and the filtration rate V, k  is the soil permeability coefficient, μ is the dynamic viscosity liquids, l∗– 
conditional height of the bottom soil column through which filtration occurs. 

The solution of equation (12) can be obtained if set the speed of movement of the foot 

 1 tx u e   (13) 

Then 
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Now, it is possible to determine both the filtration rate of the fluid and its derivatives. 
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The final determination of the force T(t) is carried out using the equation 

  m S
T t mg F V mV V.    

 
   (16) 

It is considered raising the foot to a height of 0,2 m before leaving the ground 
Thus, if the law of variation of the foot speed is specified, the force T increases smoothly and the more, 

the smaller the permeability coefficient k and the greater the depth of the foot immersed in the ground l∗. 
When the foot reaches the position corresponding to its exit from the ground, the force is reduced to the 
magnitude of the corresponding force without taking into account the “compression” effect. In the calculations 
of the model problem, it was assumed that the depth of the foot immersion in the bottom soil is l∗ = 0.2 m. 



218 

 
Figure 5 – Dependence of the force T developed by the drive lifting the foot on time: 

1 – α = 2,5·10-8 m2/ kg·s; 2 – α = 5·10-8 m2/ kg·s; 3 – α =10·10-8 m2/ kg·s 

The dependences of the displacement x(t) and velocity V(t) are presented in the graphs (Fig. 6, 7) 

 
Figure 6 – Dependence of the foot displacement x on time 

 
Figure 7 – Dependence of the foot velocity V on time 
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Abstract 
The article presents the screwless overwater fish-like mobile robot, driven by an internal rotating rotor. 

The robot has a rigid case which doesn’t be transform while moving. Mathematical model of robot movement 
was developed; differential equations were written. Few series of experimental researches with different 
control actions were carried out. Results of experimental researches were compared with modelling results. 

Keywords: mobile robot, swimming robot, screwless overwater robot, fish-like robot. 
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Introduction 
Many floating robotic vehicles move by rotating of propeller screws. Also mechanisms which copy 

organisms moving are popular. There are methods of moving in water by jet reaction drive, moving by 
transforming of body shape, moving by action of internal mechanisms. 

Using moving by action of internal mechanisms all driving elements are in body and don’t associate with 
fluid. As a result, a construction of these robots are simple because contact movable elements with water is 
missing. First theoretical researches were presented at the beginning 2000 years [1, 2]. The practical 
implementation of such a movement has become more complicated due to the difficulty of implementing the 
task of moving internal masses along an arbitrary trajectory. For this reason, for the movement due to the 
action of internal mechanisms, technical systems with a simpler implementation are used: the movement of 
masses along rectilinear guides [3], the change in the center of mass position due to rotating eccentrics [4], the 
change in the gyrostatic moment due to the rotation of the internal rotors [5], etc. 

This paper presents a screwless overwater fish-like robot which has the shape of a wing profile NACA 
0040 [6]. The robot is moved by the rotation of the internal rotor. The robot design combines two principles of 
movement of floating robotic devices: a form close to the shape of fish, and movement due to the action of 
internal mechanisms. Most of the movement of existing fish-like robots is carried out by the movement of the 
fins, that is, changes in the shape of the body [7, 8]. In this paper, we consider a robot that retains the 
principles of motion, but does not change its shape. 

Mathematical model 
Consider the motion of a fish-like robot on a plane. To describe the motion, we introduce two coordinate 

systems: a fixed coordinate system ܱݕݔ and a moving coordinate system ݔܥଵݔଶ, attached to the body, located 
on the axis of symmetry of the body. Axis ݔܥଵ is directed from tail to nose of the robot (see Fig. 1). 

 
Figure 1 – The robot geometry. Point a is a center of mass; point d is a rotor position 

The kinetic energy of the entire system can be represented as: 

ܶ ൌ ܶ  ܶ  ܶ 
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where ܶ – the kinetic energy of the fluid, ܶ – the kinetic energy of the body, ܶ – the kinetic energy of the 
rotor.  

Let's describe each of the energies: 

ܶ ൌ
ଵ

ଶ
ሺߣଵݒଵ

ଶ  ଶݒଶߣ
ଶ  ܶ ;ଶሻݓଷߣ  ൌ

ଵ
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ଶ  ሺݒଶ  ሻଶሻݓܽ 
ଵ

ଶ
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ݓሺܫ   ;	ሻଶߗ

where λଵ, λଶ are the added masses and λଷ is the added moment of inertia; ݒଵ,  ଶ are the components of theݒ
velocity vector; ݓ is the angular velocity of the body; ܫ, ܫ are the moment of inertia of the body and  
moment of inertia of the rotor respectively; ܽ is the displacement of the center of mass relative to the moving 
coordinate system; d is the displacement of the rotor relative to the moving coordinate system; ݉,݉ are the 
mass of the robot and the mass of the rotor respectively. 

After simplification it is possible to write expressions of the momentums and the angular momentum of 
the system: 

ଵ ൌ
డ்

డ௩భ
ൌ ଶ  				;ଵݒܣ ൌ

డ்

డఔమ
ൌ ଶݒܤ  ܿଵ;ݓ	ܯ  ൌ

డ்

డ௪
ൌ ݓܫ  ܿଵݒଶ  ݇, 

where ܣ ൌ ݉ ݉  ܤ ;ଵߣ ൌ ݉ ݉  ଶ; ܿଵߣ ൌ ݉ܽ ݉݀; ܫ ൌ ܫ  ܫ  ଷߣ  ݉ܽଶ ݉݀ଶ; ݇ ൌ  ߗ ;ߗܫ
is the rotor angular velocity that is the control action. 

Let us define the equations of motion taking into account the viscous resistance and circulation: 

ሶଵ ൌ ݓଶ െ ଶݒ߁ െ ሶଶ ;|ଵݒ|ଵݒଵߤ ൌ െଵݓ  ଵݒ߁ െ   ;|ଶݒ|ଶݒଶߤ
 
ሶܯ ൌ ଶݒଵ െ ଵߥଶ െ  ;|ݓ|ݓଷߤ

where ߁ ൌ ଶݒߙ	  ,ଵߤ ;is the circulation ݓߚ ,ଶߤ  ଷ are the coefficients of viscous resistance. More detailedߤ
derivation of the equations of motion, as well as their analysis can be found in the works [9, 10]  

The parameters ߙ and ߚ we can determine from Kutta-Chaplygin condition. To do this, we replace our 
profile on the Zhukovskii foil, which are almost identical. For the Zhukovskii foil the same sizes we get  
ߙ ൌ ߚ ;4.18 ൌ 0.698. The coefficients ߤଵ, ,ଶߤ  ଷ depend on the mode of motion and are determinedߤ
experimentally. For modeling, we accept ߤଵ ൌ 0.5; ଶߤ ൌ ଷߤ	;40 ൌ 5. The added masses were calculated 
based on general theory [11]. λଵ ൌ 0.0925; λଶ ൌ 0.4615; λଷ ൌ 0.0006. For example, we take the control 
action in the simulation Ωሺtሻ ൌ



଼
sinሺ8xሻ (see Fig 2, a).  

Solving the system of differential equations, we find the trajectory of the robot (see Fig. 2, b). 

 
  a b 

Figure 2 – The theoretical trajectory of the robot (b) with the control action ߗሺݐሻ ൌ
గ

଼
 ሻ (а)ݔሺ8݊݅ݏ

Description of the robot design 
The robot is a hollow object, which has the shape of a wing profile NACA 0040 (see Fig. 3). Robot 

length is 340 mm, width is 134 mm, height is 80 mm. The body is made on a 3D printer out of PLA plastic, 
the wall thickness of 2 mm. The rotor with the motor fixed inside the body so that the center of mass of the 
system is as close as possible to the bottom face of the robot. Pololu gear motor with encoder was used as the 
drive motor. Characteristics of the motor: rated supply voltage – 6 V, gear ratio – 47:1, stall torque – 0.459 
Nm, maximum speed – 120 rpm. A pair of gears with a gear ratio of 3.5:1 were used to transfer the rotation 
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from the motor to the rotor. Also there are a battery and a board with a microcontroller model STM32F303K8, 
controlling the rotation of the DC motor inside the robot. To control the motor, the driver of the DC motor 
VNH3SP30 by STMicroelectronics is used. The encoder is used to determine the position of the rotor during 
the experiments. To obtain the angular velocity of the rotor, we need to differentiate the data from the encoder. 

 
Figure 3 – The screwless fish-like robot 

The real model of the robot has the following characteristics: m = 0,905 kg; I = 0.00844 kg*m2; the 
rotor is made of aluminum and has an external diameter of 110 mm, a height of 12 mm. Rotor mass m୰ = 
0,327 kg; rotor moment of inertia I୰ = 0,00058 kg*m2. The design of the robot allows you to shift the center of 
rotation of the rotor.  

Experimental investigations  
It was carried out four series of five experiments in a circular pool with a diameter of 0.8 meters with the 

same initial conditions to verify the motion theoretical model of the screwless overwater fish-like robot. The 
control was carried out in such a way that the rotor changed the direction of rotation at equal intervals of time, 
the speed and acceleration were maximum (limited by the capabilities of the DC motor). Thus, the control 
actions in different series of experiments differed in the frequency of changing the direction of rotation of the 
rotor. 

The maximum value of the robot movement was 0.5 meters because the robot movement was limited by 
the size of the pool. The simulation time was equal to the time for which the robot with this control action 
floated a distance of 0.5 meters in the experiment. 

In the first series of experiments, the frequency of change in the rotor rotation direction is 1.25 Hz. 
Respectively, the period is 0.8 s. The time to overcome the distance of 0.5 m is 33 seconds. Figure 4, a shows 
the average dependence of the rotor speed on time in a real experiment (solid line) and the dependence of the 
rotor speed on time used in the simulation (dashed line). Figure 4, b shows the experimental trajectory (solid 
line) and the trajectory obtained as a result of modeling (dashed line). In this experiment, the average speed of 
the robot was 0.015 m/s. 

  
  a b 

Figure 4 – Results of comparison of experimental and theoretical data on the motion of a  
screwless fish-like robot with the frequency of change in the rotor  

rotation direction is 1.25 Hz 
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In the second series of experiments, the frequency of change in the rotor rotation direction is 1 Hz. 
Respectively, the period is 1 s. The time to overcome the distance of 0.5 m is 24 seconds. Figure 5, a shows 
the average dependence of the rotor speed on time in a real experiment (solid line) and the dependence of the 
rotor speed on time used in the simulation (dashed line). Figure 5, b shows the experimental trajectory (solid 
line) and the trajectory obtained as a result of modeling (dashed line). In this experiment, the average speed of 
the robot was 0.021 m/s. 

  
  a b 

Figure 5 – Results of comparison of experimental and theoretical data on the motion  
of a screwless fish-like robot with the frequency of change in the  

rotor rotation direction is 1 Hz 

In the third series of experiments, the frequency of change in the rotor rotation direction is 0.5 Hz. 
Respectively, the period is 2 s. The time to overcome the distance of 0.5 m is 20 seconds. Figure 6, a shows 
the average dependence of the rotor speed on time in a real experiment (solid line) and the dependence of the 
rotor speed on time used in the simulation (dashed line). Figure 6, b shows the experimental trajectory (solid 
line) and the trajectory obtained as a result of modeling (dashed line). In this experiment, the average speed of 
the robot was 0.025 m/s. 

 
  a b 

Figure 6 – Results of comparison of experimental and theoretical data on the motion  
of a screwless fish-like robot with the frequency of change in the  

rotor rotation direction is 0.5 Hz 

In the fourth series of experiments, the frequency of change in the rotor rotation direction is 0.25 Hz. 
Respectively, the period is 4 s. The time to overcome the distance of 0.5 m is 24 seconds. Figure 7, a shows 
the average dependence of the rotor speed on time in a real experiment (solid line) and the dependence of the 
rotor speed on time used in the simulation (dashed line). Figure 7, b shows the experimental trajectory (solid 
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line) and the trajectory obtained as a result of modeling (dashed line). In this experiment, the average speed of 
the robot was 0.021 m/s. 

 
  а б 

Figure 7 – Results of comparison of experimental and theoretical data on the motion of  
a screwless fish-like robot with the frequency of change in the  

rotor rotation direction is 0.25 Hz 

For example, figure 8 presents video frames from experiments with the frequency of change in the rotor 
rotation direction – 1 Hz (Fig. 8, a) and 0.25 Hz (Fig. 8, b). 

 

  
  a b 

 

Figure 8 – Frames from experiments with the screwless overwater fish-like robot 

Conclusion 
The obtained results confirm the possibility of movement of screwless fish-like robots due to periodic 

rotation of the internal rotor. It is shown that the nature and trajectory of motion depend significantly on the 
frequency of controls. For the considered design, the results of numerical simulation are consistent with the 
experimental data only for control actions with a frequency of 0.5 Hz. The quantitative discrepancy of the 
simulation results is possible due to the fact that the fluid resistance and circulation coefficients are not 
constant, but depend on the speed of the robot in the liquid. In the future, it is planned to develop a 
mathematical model of motion, taking into account these dependencies. Also the waves reflected from the 
walls affects on the results of the experiments, which make a contribution to the trajectory of the robot. 
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Abstract 
The unification of autonomous underwater vehicles /AUV/ developed in IMTP FEB RAS is important 

part of work. The base model of unified AUV is created with open mechanical and information architecture 
that is lightly modified for different tasks. The specific feature of this approach is wide range of equipment 
and sensors installed on board of AUV. The AUV MMT 3000 series intended for operation on depth up to 
3000 meters is one of examples of this approach. There were developed four AUV with different 
configuration that were used the same base of this series. Other examples of AUV series is MARK and later 
X200 that are intended for operation on depth up to 200 meters. Some details about mentioned AUV and 
fulfilled operations with MMT 3000 and MARC usage are described in the report. 

Keywords: autonomous underwater vehicles, marine operations, unification. 

Currently the different types of unmanned underwater vehicles are widely used for scientific and 
industrial experiments in the sea. More often autonomous underwater vehicles have used for different 
ecological monitoring and bottom objects inspection. IMTP FEB RAS has extended experience for execution 
of scientific researches and industrial missions in the sea with usage of different AUV developed by own. 
AUV MMT 3000 [1] and MARC [2] are the examples of IMTP production. 

Some operations in Arctic seas 
The vehicles of MMT 3000 series were used widely for operation in Arctic seas. In 2012 the work was 

intended for pollution task decision. The operation in 2016 was connected with investigation of the processes 
connected with bottom gas hydrate instability. 

Operation in Okhotsk sea 
In 2017 the AUV MMT-3000 with a modernized navigation system was used to carry out deep-sea 

operations for surveying of several sections of the seabed with a total length of more than 250 km [3-4]. The 
photo with AUV ММТ 3000 on the supporting ship is shown on Figure 1.  

 
Figure 1 – AUV ММТ 3000 on the supporting ship 
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In accordance with the customer requirements each section should be traversed by two parallel lines at a 
distance of 50 m from each other. Thus, the total path length exceeded 500 km. The specified altitude of the 
AUV relative seabed during survey is 20 m, the specified speed of the AUV is 1 m/s. The maximum depth in 
the work area was not exceeded 2000 m. An average AUV path length during a diving was about 20 km. In 
the longest dive the AUV surveyed a seabed section with a length about 37900 m in 10.5 hours. During each 
dive the AUV was accompanied by a supporting ship. The supporting ship moved aside from the AUV at a 
horizontal distance of  about 200-400 m.  

The need to use the AUV for long deep-sea routes required the modernization of the present navigation 
system. It was required to provide a bottom survey on the routes with a total length of more than 250 km in 
15-20 days. The working conditions were characterized by complex relief with inclines of up to 40 degrees, 
and sea current up to 1 m/s. A change in the magnetic declination up to 20 degrees was expected on some 
sections of the route. 

The modernization of the AUV MMT-3000 navigation system included the realization of single mobile 
beacon positioning and introduction of additional equipment on board the underwater vehicle and the 
supporting ship: 

 the AUV was equipped with a digital hydroacoustic modem EvoLogics S2C M 18/34 and a fiber-optic 
angular velocity sensor ВГО35КД to reduce the effect of magnetic anomalies and magnetic declination 
variations; 

 the combined system of digital hydroacoustic communication and navigation with ultra-short base-line 
(USBL) EvoLogics USBL S2C 18/34, as well as the system of positioning and determining of spatial 
orientation Applanix POS MV V5 were used to avoid reinstallation of the transponder-beacons in the LBL 
APS.  

Figure 2 shows the scheme which explains the operation of the modernized navigation system. The 
upgraded navigation and communication system works as follows. The supporting ship initiates the exchange 
on the hydroacoustic channel by periodically sending to the AUV of a special format messages. When the 
hydroacoustic modem of AUV receives this message, it sends a response package backward to the ship with 
the data on current state of the AUV. 

 
 

Figure 2 – Scheme of the modernized navigation system of AUV MMT-3000 
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When the ship modem receives this reply message, it transmits the telemetry data to the ship navigation 
computer for processing and for analysis by the operator. In addition, the position of the AUV relative to the 
ship's receiving hydroacoustic antenna is determined, and the absolute coordinates of the AUV are calculated 
by using the current position of the ship and its spatial orientation (the heading, pitch and roll angles from 
Applanix device).  

These coordinates are transmitted in the next message from the ship to the AUV. Also the operator in 
case of need can send a command of remote control to the AUV (the corresponding data fields are provided in 
the transmitting message for that). It is important to note that the hydroacoustic communication system 
transmits data in the digital form and uses error correcting codes, which ensures high reliability of the received 
data. 

Ecological Investigation in Zolotoy Rog Bay 
Last years the researches connected with study of ecological conditions and influence of human activity 

for water areas became more and more wide. The processes of different substances distribution caused by the 
domestic and industrial activities attract special attention. One of the examples for water pollution is 
connected with plumes that arise as the result of industrial screenings from tubes or near the confluence of 
river with industrial effluents. Localization of water area with increased level of concentration for polluting 
substance or pollution source position detection are the tasks for investigation. 

The traditional sampling methods based on research ship exploitation are expansive and do not allow the 
detailed covering of demanded water areas. Obviously, that the platforms like the autonomous underwater 
vehicles /AUV/ are mobile and able to investigate adaptively the processes during long time and for 
considerable distances. It supposed that AUV is equipped with the navigation system, intended for position 
detection with demanded accuracy, and with sensors for dissolved matter measuring. When the purpose for 
investigation is connected with detection of position for the pollution source or with localization of water area 
with increased level of concentration for polluting substance, the detailed covering of whole water area can 
take unacceptable long time. In this case the AUV allows applying the adaptive algorithms for trajectory 
planning. 

 
 

Figure 3 - The scheme of demanded water area covering by  
uniform horizontal net of vertical cuts 

Let us consider the task of the bay ecological state estimation using the autonomous underwater vehicles. 
It is supposed that AUV is fulfilling the water parameters sampling in the demanded area by covering the 
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water column with uniform horizontal net of the vertical cuts (Figure 3). In the marine experiments the length 
of tacks may be 100-200 meters for the current cut and vertical distances between the neighbor tacks may be 
2-5 meters. For allowing the AUV motion along the program trajectory it is necessary to detect on board of 
the vehicle its position with high precision and to correct AUV trajectory when it deflects from the predefined 
one, for example, because of existence of current in the water area. It is supposed that AUV is equipped with 
navigation system intended for the own position estimation with predetermined accuracy and with the sensor 
of the concentration for the dissolved substance. 

In June 2017 IMTP FEB RAS together with Far Eastern Federal University fulfilled the research 
intended for estimation of the ecological state for Zolotoy Rog Bay (Golden Horn) in Vladivostok city [5]. 
The purpose of the work was data obtaining for 3D information receiving about physical and chemical 
parameters of water in the vicinity of the influx of the Obyasneniya river into the bay. AUV of type MMT 
3000 (Figure 4), equipped with a regular autonomous navigation system (which includes GPS, depth sensor, 
Doppler log, compass and echosounding system) was used to fulfill the task. The AUV also contains 
hydroacoustic link and navigation facilities, which allow efficiently monitoring and controlling the motion of 
the robot. The robot was additionally equipped with FLCDRT-926 and FLNTU-665 fluorometers installed on 
the outside of the hull. The meter CTD-NV-2406 was used for temperature and salinity values measuring. 

 
Figure 4 – AUV of type ММТ 3000 during the operation in Zolotoy Rog Bay  

with the environmental sensors on the top part of the AUV  

The AUV performed several parallel transects across the bay to obtain the raw data. The bay state was 
estimated on the basis of the analysis of water medium parameters. They were measured along AUV motion 
path and linked with navigational information about AUV’s position and orientation. The vehicle enabled 
measurement and logging of such parameters as concentration of dissolved organic matters (CDOM) and 
chlorophyll, conductivity, temperature and turbidity of water. The accompanying navigation information 
included coordinates, yaw, pitch, roll, depth and speed of the motion. 

To obtain the pattern for distribution of the parameters being measured in terms of depth, each transect 
included three forward and reverse passes at the depth of 2, 4 and 6 meters. Hovering motion mode was used 
for transition between the working horizons to minimize maneuvers within the water area. The robot was used 
in such a way, that vessels navigation in the bay didn’t stop during the operations. As far as a real AUV 
motion cannot coincide with rectangular grid (is not rectilinear), the methods of interpolation on curvilinear 
grid was used for environment parameters mapping in the specified water area. 
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Collected data allowed reconstructing a three-dimensional pattern of the distribution of the measured 
parameters in the water column and the profile of the bottom surface along the moving trajectory. Figure 5 
shows the general picture of the experiment, with the AUV’s motion profiles and measured density of CDOM 
along the track. 

 
Figure 5 – General picture of the experiment, with the AUV motion profiles and  

measured density of CDOM [ppb] along the track 

The obtained data made it possible to determine the picture of the impact of organic matter emissions 
produced by the Obyasneniya river on the state of the aquatic environment in the adjacent part of the Golden 
Horn Bay. The results of the operations also confirmed the effectiveness of AUV use for automated study of 
the parameters of water area medium and mapping with high spatial resolution.  

Acoustical experiment on the shelf 
In 2016 and 2018, IMTP together with POI FEB RAS were performed a test experiment in Vityaz Bay, 

the Sea of Japan, for studying of hydroacoustic oscillations and waves transformation on border of system 
"hydrosphere - lithosphere" in natural conditions according to the scheme, described in [6-7]. AUV MMT 
3000 or MARC were used for hydro acoustical field sensor transportation.  

The AUV hydrophone registered pressure variations of the hydroacoustic field and the obtained data 
were memorized onboard AUV. At the same time the system of coastal laser strainmeters recorded the 
seismoacoustic waves resulting from transformation of hydroacoustic waves on border "water-bottom". 

The method supposes:  
 the mechanism investigation of hydroacoustic waves transformation into superficial and volume waves 

of the earth's crust;  
 the space-time wave and power structure definition of the hydroacoustic waves extending on the 

wedge-shaped shelf;  
 studying of physics for different multi-scale oscillations and waves of the atmosphere, hydrosphere 

and lithosphere on space-time structure of hydroacoustic fields of the inspected water areas. 
In 2016 AUV MARC was used in the marine experiment. It was equipped for experiment with 

hydroacoustic receiving devices: hydrophone 8104 of the Bruel & Kjaer Company, preamplifier, analog-to-
digital converter, device of record and data storage. This equipment was installed inside pressure volume in 
nose part of the vehicle (figure 6). The Bruel & Kjaer hydrophone has the following technical characteristics: 
the frequency range of measurements from 0.1 Hz to 120 kHz with sensitivity – 205 dB 1 V / mkPa. In 
addition to a low-frequency hydroacoustic oscillator 33 Hz, the equipment includes low-frequency 
hydroacoustic oscillators 22 and 24.5 Hz.  
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Figure 6 – Additional module in the nose part of AUV MARC 

with hydro acoustical receiving system 

The method of experiment includes some steps: 
 supporting ship was fixed at the shallow water area on the laser strainmeters line; 
 low-frequency hydroacoustic oscillator (radiator) was installed from research vessel /RV/ on the 15 

meters depth and operated continuously; 
 the AUV was moving along the laser strainmeters line from supporting ship to coast and back and was 

measuring the level of acoustical signal; AUV used meander like trajectories in vertical plane with definite 
step on the constant heights above the bottom or at the constant depths; 

 the laser strainmeters measured simultaneously the level of acoustical signal on the land; 
 the level of transmitted acoustical signal was measured by the hydrophone installed near the radiator; 
 all measuring and transmitting devices were synchronized using the system of exact time. 
The main aim of the experiment in 2018 concludes in more precise measurements fulfilling. It was used 

AUV MMT 3000 in the trials that allows more precise navigation and following along the program 
trajectories. AUV MMT 3000 tethered the hydroacoustic field sensor by link of 7 meters length that allows to 
decrease significantly the own AUV acoustical noises in the received data. 

Two laser strainmeters of classical type with working shoulder of 52.5 and 17.5 m, one 52-meter laser 
strainmeter of pendulum type [12], AUV MMT 3000 (fig. 7) [13] with hydroacoustic receiving system, a low-
frequency hydroacoustic oscillator (radiator) at 33 Hz and system of exact time were used in the marine 
experiment. Laser strainmeters are intended for measurement shifts of crust with an accuracy of 0.1 
nanometers in the frequency range from about zero (conditionally) to 1000 Hz.  

The operation of AUV MMT 3000 positioning system is based on modem communicational link. It 
allows synchronous exchanging by parcel with navigation data between AUV and supporting ship and 
simultaneously measuring of the acoustical signal propagation time between them.  

AUV and supporting ship exchange by navigation data in turn manner during operation. The underwater 
vehicle detects own position and supporting ship tracks the AUV motion trajectory on the base of this 
information. Information parcel from supporting ship includes the current coordinates of ship beacon 
calculated using data from ship GPS. The AUV coordinates are calculated on board of the vehicle using ship 
beacon position information and measured distances data received during several cycles of synthesized LBL 
acoustic positioning system /APS/ operation. Derived AUV position together with measured AUV speed, 
heading and depth are transmitted to the supporting ship in answer informational parcel. 

The AUV MMT-3000 positioning equipment includes the AUV digital hydroacoustic modem EvoLogics 
S2C M 18/34 and a fiber-optic angular velocity sensor ВГО35КД to reduce the effect of magnetic anomalies 
and magnetic declination variations. 
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The combined system of digital hydroacoustic communication and navigation with ultra-short base-line 
(USBL) EvoLogics USBL S2C 18/34, as well as the system of positioning and determination of spatial 
orientation Applanix POS MV V5 were used on the supporting ship. 
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Abstract 
The analysis and justification of the requirements for the hydroacoustic distance-measuring sensor of the 

underwater robot navigation system was performed. The specificity of the application is given and the features 
of its design are considered. The questions of modeling, testing the components of the sensor, the manufacture 
of a prototype are considered, its characteristics are given. 

Keywords: uninhabited underwater vehicle, hydroacoustic distance-measuring sensor, altimeter, obstacle 
detection, integrated navigation system. 

1. Introduction 
The need for accurate navigation for underwater apparatus was considered in [1,2,3] and is determined 

by the tasks and assignments of underwater vehicles. An accurate navigation system is needed for localization, 
positioning, tracking, guidance and control. Typical navigation system of uninhabited underwater vehicles 
(UUV) includes a magnetic compass, angle sensors (roll, trim), angular velocity sensors (yaw, roll, trim) and 
depth sensor [4]. However, an important feature of the navigation system is the use of sonar sensors that are, 
in particular, locators designed to measure distances to objects. 

Directed down locator is designed to measure the distance to the seabed. It is used to stabilize the vertical 
deflection of the apparatus from the ground, both when inspecting bottom objects and when inspecting ship 
hulls, quay walls, etc. 

Front locators - designed to stabilize the horizontal distance of the device to the object being inspected. 
Based on data from these locators, the angular position of remotely controlled unmanned underwater vehicles 
(RCUUV) in the horizon relative to the vertical surface being examined, as well as the distance to it, is 
calculated. 

The locator directed up is designed to measure the distance upwards and is used to organize the 
movement of the apparatus under the ice or in cavities [4]. 

The issue of preventing collisions of autonomous vehicles with obstacles (pier, ship hull, examined 
objects, bottom) is actual and is considered in [2]. To solve this problem, the use of different types of acoustic 
systems is considered: with a narrow directional beam and scanning systems (electronically or mechanically). 

Scanning systems have several disadvantages: 
 Systems with electronic scanning have high energy consumption, high cost and complexity of 

integration into the navigation and control system of the device, which requires ensuring a high speed of data 
exchange. 

 Systems with mechanical scanning have a short range and low scan rate, which significantly 
complicates their use in the underwater vehicle control circuit. 

The use of a sonar distance measuring sensor for solving collision avoidance problems allows detecting 
an obstacle in a narrow beam with high accuracy and a high scan rate. The possibility of simultaneous 
operation of several such sensors (each in its own direction) makes it possible not only to hold the device at a 
given distance from the bottom, but also to detect an obstacle in the direction of moving or to provide parking 
to the docking station. 

Single-channel acoustic systems with a narrow directivity pattern have traditionally been used to solve 
problems of navigation, as an altimeter, and to prevent collisions with obstacles, as a measurer of distance to 
obstacles. Table 1 shows the most widely used in the world systems of single-channel altimeter distance 
meters. 

Table 1. Technical characteristics of altimeters for underwater vehicles 

Name ГА-10 ГА-30 PA200 PA500 Model 864 Model 863 

Country 
Developer-firm 

Russia 
“Akvazond” LLC 

Great Britain 
«Tritech International 

Limited» 

Canada 
«IMAGENEX 

TECHNOLOGY CORP» 
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Name ГА-10 ГА-30 PA200 PA500 Model 864 Model 863 

Working frequency, kHz 100 300 200 500 330 330 

Weight, kg in air ≤ 4 ≤ 1 1,15 1,15 1,2 – 

Weight, kg in water – – 0,8 0,8 – – 

Overall dimensions, mm   Ø47 х160 Ø47 х160 Ø89 х125 

Supply voltage from 22 V to 30 V from 12 V to 24 V from 22 V to 32 V 

Consumed Power, W ≤ 20 ≤ 15 2 2 2,2 2,2 

Beam width 12° 10° 20° 6° 10° 10° 

Range of detectable 
distances 

0,4m to 
1000m 

0,2m to 
150m 

0,7 to 100 0,3 to 50 from 0,1 to * from 0,1 to *

Instrumental error, m ≤ 0,007 ≤ 0,001 ≤ 0,001 ≤ 0,02 

Maximum immersion 
depth  

6000 m 

700 m polyacetal 
4000 m aluminium alloy

4000 m stainless steel 
6800 m titanium alloy 

6Al-4V 

100 m aluminium alloy 6061-
T6 

Interface Ethernet or RS-232 RS232 or RS485 RS232 or RS485 
 

In Russia, the manufacturer of altimeters for underwater vehicles is LLC “Akvazond” (Taganrog) [5]. 
Two types of deepwater long-range sensors are presented: GA-10 – 1000 m and GA-30 – 150 m. They are 
intended, mainly, for operation on heavy deep-water apparatuses. A significant drawback of these devices is 
their high power consumption - 15...20 watts. For light inspection RCUUV and light AUUV, these altimeters 
are not optimal [6]. Unfortunately, most foreign systems are not available on the Russian market for foreign 
policy reasons. 

2. Analysis of the technical requirements for distance measuring system 
The main technical requirements [6,7,8] for acoustic range measurements by altimeters are: 
1. The maximum range for the altimeter caused by the required maximum height of the device holding 

above the bottom, as well as the smallest detection range of obstacles, required to perform a maneuver or stop 
the device. These values are determined by the class of the apparatus. In the case of the most common light 
class, the required distance is from 50 to 100 meters. 

2. Requirements for the minimum distance are determined by the ability to move safely the underwater 
vehicle near the ground or object and lies within the range from 0.1 to 0.7 m. 

3. Requirements for the maximum depth of immersion are determined by this characteristic of 
underwater vehicles. Devices with the immersion depth of 300 ... 500 m, 600 ... 1000 m are most demanded. 
Machines with extreme immersion depths are single, and their supply does not exceed 1-5 units per year. 

4. Requirements for the types of power source and the limit on power consumption. The most widespread 
UUV’s have instrument power of 24...30 V DC. The use of altimeters on light RCUUV of inspection class and 
light autonomous uninhabited underwater vehicles (AUUV) requires the device to consume not more than 
2...5 watts. 

5. Technical limitations on size and weight. The use of altimeters on light RCUUV of inspection class 
and light AUUV requires that the device (in the monoblock variant) have a mass in air of not more than 1.2 kg 
and a mass in water of not more than 0.8...0.9 kg. The altimeter in the monoblock version should have the 
following overall dimensions: diameter not more than 50.0 mm, length not more than 160...250 mm. 

6. Acoustic sensor compatibility with other sonars 
7. Low cost 

3. Features of the projected acoustic distance measuring sensor 
The design of a sonar distance-measuring sensor is considered in the paper. This sensor solves navigation 

tasks as part of the navigation system of underwater vehicles, as well as tasks for preventing collisions of 
underwater vehicles with obstacles. Characteristics of the developed system are presented in table 2. 
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The acoustic distance measuring sensor consists of an antenna and an electronic module placed in a 
sealed case (the altimeter is structurally designed as a monoblock). The block diagram of the hydroacoustic 
distance measuring sensor is shown in Figure 1. 

Table 2. Characteristics of hydro-acoustic distance measuring sensor 

Parameter Value 

Working frequency, kHz 500 

Antenna beam width at -3 dB level, degrees ±3 

Operating frequency bandwidth, kHz 50 

Minimum measurable range, m 0,1 

Maximum measured distance, m 100 

Range resolution, mm 1,5 

Data update rate, Hz 1 - 10 

Working depth, m 600 

Input power supply voltage 9-36V 

Overall dimensions, mm 50х250 

  

Figure 1 – Block diagram of the hydroacoustic distance measuring sensor 

Antenna 
Directivity characteristic 
As an acoustoelectric converter of the antenna module, a piezoceramic disk was chosen, the dimensions 

of which provide a predetermined width of the radiation pattern of ± 3 degrees. The working frequency band 
of this type of converters is up to 10%, which, at an operating frequency of 500 kHz, will allow a signal 
bandwidth of 50 kHz, which in turn will provide a resolution of 1 mm. 

Materials 
Studies have been conducted on antennas characteristics made from different types of materials. An 

antenna made of soft piezoceramic material CTS-19(ЦТС-19) showed the best sensitivity values for reception 
and radiation at a static pressure of 6 MPa. The appearance of the antenna is shown in Figure 2. 
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Figure 2 – Antenna of acoustic distance measuring sensor 

The measured antenna parameters - radiation directivity pattern and sensitivity for reception and 
emission are shown in Figures 3, 4 and 5. 

 
Figure 3 – Antenna directivity pattern 

 
Figure 4 – Antenna reception sensitivity 

Angle, degrees 
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Figure 5 – Antenna radiation sensitivity 

 Electronic module 
 The electronic module of the sensor implements the classical optimal scheme for receiving a 

deterministic signal. The functional diagram is presented on Figure 6. 

 
Figure 6 – Functional diagram of the electronic module 

 The scheme shown in Figure 6 can be divided into two parts: an analog transceiver and a digital signal 
processing and control unit. In turn, the first part of the electronic module can be divided into a receiver and a 
transmitter, connected to the antenna through the matching circuit. 

The transmitter consists of a power amplifier that generates an electrical signal at the antenna input, 
which is converted to an acoustic pressure of 150 kPa at distance of 1 m. A driver is connected to the input of 
the power amplifier, which converts the signal from the driver output to the required level for the amplifier. 

 The receiver consists of a gain-controlled input amplifier, an anti-alias filter and a buffer amplifier. To 
increase the dynamic range of the receiver, gain control in time is used, which allows to provide a dynamic 
range of received signals up to 160 dB. In this case, the spectral density of the receiver noise, reduced to the 
input, is 3 nV/√Hz. 

Digital signal processing is implemented by Kotelnikov’s receiver [9]. A feature of this scheme is the 
selection of threshold values at different times, which is adaptive to the noise level. This solution allows to set 
the false alarm probability. It is known that correlation reception is effective when using complex signals with 
a base of more than 20 [10]. However, since many complex signals are very sensitive to the Doppler effect, 
the generation and processing of signals from an acoustic range sensor was simulated. 

As a result, a probe signal with frequency modulation according to a hyperbolic law was chosen, the 
correlation function of which is relatively stable to the Doppler effect [11]. 

The system has a table method for signals generating. At the same time, the size of the signal 
representation table was chosen on the basis of ensuring the level of quantization noise [12], minus 80 dB, 
which is due to the dynamic range of the signal representation in the processing system. 

It should be noted that the implementation of a table-like representation of a signal makes it possible, 
with simultaneous operation of several sensors, to emit orthogonal signals, the values of mutual correlation 
functions of which are substantially (about 40-50 dB) less than the values of their auto-correlation functions. 
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Housing 
In the design process, a study for cases of various materials was made. The use of titanium alloy 

materials OT-4 and stainless steel 12X18H10T was considered as a material for the case. A simulation was 
performed for loading parts of an acoustic range sensor made from different materials in the static analysis 
module of the Catia program. 

 Hydrostatic pressure of 6 MPa and distributed loads corresponding to loads from interaction with other 
parts of the carcass were taken as factors affecting the details. Figure  7 shows the simulation results for the 
hull made from OT-4 material. 

 
Figure 7 – Housing stress distribution 

The simulation showed the following results: 
 Stainless steel case model. Maximum stress: - σмах  =  251 MPa. Reserve factor: σT/ σмах  = 1.19 
 Titanium case model. Maximum stress: - σмах = 251 MPa. Reserve factor: σT/ σмах = 2.39. 
The simulation made it possible to optimize the design in terms of mass and dimensional parameters 

while ensuring resistance to the effects of pressure arising at a depth of 600 meters. 
The housing photo is shown in Figure 8. 

 
Figure 8 - Photo of the manufactured housing for acoustic range sensor 

 The measured parameters of the manufactured sensor modules allow the calculation of the maximum 
range, taking into account the real system sensitivity and the achieved signal compression parameters. The 
calculated values of the range depending on the noise at the input are shown in Figure 9. The reflection 
coefficient from the bottom is assumed to be -18 dB, the pulse duration is 10 ms. 

Calculations show that the acoustic range sensor has an input noise margin for operation in a wide range 
of underwater vehicle motion modes. 
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Figure 9 – Range depending on the noise at the entrance for the environment of different salinity. 

Designations: R_P – fresh water; R_Bal – Baltic; R_Bk – Black Sea; R_O – World Ocean 

It should be noted that the acoustic noise of the aquatic environment (in the absence of movement) is 
about 30-60 MPa. The major sources of noise are the noises of the flow around the antenna as the vehicle 
moves and the noise of the engines [13]. 

For typical conditions of use without additional external noise, the expected working range varies from 
260 meters for fresh water to 180 m in the ocean. 

Conclusion 
 The validation of the requirements for the acoustic distance-measuring sensor has been fulfilled. The 

specificity of the application is given and the features of its design are considered. 
At present, the modeling has been completed, all the sensor components have been tested, a prototype 

has been manufactured, and its field tests are being prepared. 
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Abstract 
The purpose of researches was the development of a new underwater-surface vehicle of high autonomy 

based on the analysis of advanced developments of leading foreign states in the creating marine robotic 
complexes. 

The main results of initiative research engineering on development of conceptual shape of the 
perspective robotic underwater-surface unmanned vehicle of the increased autonomy with changeable 
geometry of the hull are presented; options of its use at the solution of a wide range of tasks are given. 
Particularly there are presented any variants of its use in the system of robotic underwater seismic exploration 
in the subglacial waters, and in the information-measuring network during oceanographic studies. The 
proposed conceptual image of a promising robotic tool is developed based on the analysis of the advanced 
developments of the leading foreign states in the creation of surface, underwater and surface-underwater 
marine robotic complexes; advantages of the prospective robotic underwater- surface unmanned vehicle with 
increased autonomy in comparison with the best foreign analogs prototypes are given. One of undoubted 
advantages of the vehicle is the large volume reserved for payload, allowing installing onboard more 
precision, but power-intensive detectors and sensors. The variable configuration of the hull and the 
underwater-surface version of the vehicle minimize the contradiction between the need for high-speed 
deployment in the mission area, stability during searching and research operation, independence from external 
conditions (under water), and also ensure the operation of high-tech marine robotic tools. On the basis of 
calculations of hydrodynamic and power characteristics and also the analysis of different types of 
rechargeable batteries, available in the world market, preliminary configuration of the power station is made; 
the reserve of diesel fuel and rechargeable batteries and also ballast tanks is defined. 

As a result of development of the concept of the robotic underwater-surface vehicle of the increased 
autonomy with changeable geometry of the hull we obtained the multipurpose universal robotic platform 
which combines all advantages autonomous unmanned surface and underwater vehicles and can be used at the 
solution of a wide range of tasks both in military, and in civil areas.  

Keywords: robotic complex, autonomous unmanned surface vehicle, autonomous unmanned underwater 
vehicle, robotic underwater-surface vehicle, multifunctional universal platform, conceptual image, variable 
geometry of hull. 

Introduction 
Carried out recently developments of space, air, sea and ground-based robotic systems for monitoring of 

the World Ocean, show significant technical progress in the field and speak about emergence of innovative 
approaches in this sphere. 

Extensive networks of the drifting and anchored buoys, autonomous measuring stations, gliders and also 
satellites of remote sensing of Earth enter the systems of monitoring today, except vessels and submersibles. 

Undoubtedly that  the priority by efficiency and coverage in monitoring of the World Ocean belongs to 
facilities of space sounding of Earth, but ocean depths are inaccessible to them. Here are yet out of 
competition the research vessels (RV), especially their role considerably are increased with application of 
remotely-controlled and autonomous underwater vehicles. They are capable to carry out the long, limited only 
by vessel's autonomy, researches in a defined sea area, however the size of the World Ocean are so great (its 
area is 71% of the area of all Earth, that is 360 million sq.km) that the most high-speed vessel will need many 
decades to visit all areas of the ocean. In that time the condition of its waters significantly changes, as a result 
only the fragmentary picture turns out, distorted because of  observations are extended through  time [1-2]. 

The traditional autonomous drifting and anchor buoys and also gliders and AUVs are much cheaper, but 
they are capable to register only some data (temperature, salinity, pressure, etc.) and cannot compete fully yet 
with the research vessels which are carrying out complex researches of sea. 
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The interest shown by various departments to marine robotic systems and also research and development 
in the field of modern technologies (new materials, nanotechnologies in power, IT) is led to rapid upgrading 
of MRS and their technical qualities necessary for the solution of oceanography problems.  

Thus, in the short term oceanographic researches have to be conducted in a complex with use both 
traditional (research vessel, drifting and the anchored buoy-based station), and innovative research means 
(spacecrafts, gliders, AUUV). Their combined use is capable to lower considerably expenses and to 
compensate separate shortcomings of each of research means. 

Development of conceptual shape of the robotic underwater-surface unmanned vehicle of the 
increased autonomy with changeable geometry of the hull 

The St. Petersburg State Marine Technical University (SMTU) in the cooperation with the Main research 
test center of robotics of the Ministry of Defence of the Russian Federation in 2017-2018 carried out initiative 
researches of the name "Shadow" [3] and "Shadow-2" [4]. Research supervisor of both researches: Taradonov 
V.S. is candidate of technical sciences, head of University laboratory. 

During this work it was carried out the analysis of the advanced developments of the leading foreign 
states in the field of creation of surface, underwater-surface, and underwater marine robotic complexes. In 
particular, it was studied materials on the autonomous semisubmersible vehicle of the SAIC company (USA) 
[5-10], the autonomous unmanned surface vehicle (AUSV) "Sea hunter" of trimaran type (USA) [11-14], the 
autonomous unmanned anti-submarine USV System "Seagull" (Israel) [15-19], the unmanned surface vehicle 
"Sentry", and on its prototype - the manned submersible craft "GHOST" (USA) [20-23].   

Their characteristics, merits and demerits are analyzed. 
The main shortcomings of all foreign complexes are: 
 dependence on hydro-meteorologic conditions (HMC); 
 impossibility of their operation in ice conditions; 
 insufficient endurance. 
On the basis of made analysis, specialists of St. Petersburg SMTU developed conceptual shape of the 

perspective robotic surface-underwater unmanned vehicle of the increased autonomy (RSUUV IA) with 
changeable geometry of the hull.  

Its concept allows to combine the high speed at deployment to the region of mission (working) and 
independence from HMC in the underwater mode. 

Calculations of its main hydrodynamic and power characteristics were made in accord withthe proven 
techniques, modern manufacturing techniques of energy-power plants and their actual parameters [24-32]. 

In figure 1 results of calculation of the actual spent power of one of options of full-scale RSUUV IA 
"Shadow-2" in various modes of its movement depending on speed are presented. 

 
Figure 1 – Results of calculation of the actual spent power of RSUUV IA in various  

modes of its movement depending on speed 
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The conducted analytical studies showed advantage of design characteristics RSUUV IA in comparison 
with the best foreign analogs-prototypes. 

Comparative performance characteristics of unmanned trimaran "Sea Hunter" (USA) and RSUUV IA are 
presented in Table 1 at the underwater mode, in the "unobtrusive" mode, and in high-speed "trimaran" mode 
[4]. From comparison it is visible what with the same combined capacity of engines, RSUUV IA "Shadow-2" 
has smaller mass-dimensional characteristics and much higher rates of endurance and range. 

Table 1. Comparative performance characteristics unmanned trimaran "Sea Hunter" and RSUUV IA 
"Shadow-2" 

Parameter 

Unmanned 
trimaran "Sea 

Hunter"* 
(USA) 

"Shadow-
2" 

underwate
r mode 

ሺ3ሻ
ሺ2ሻ

 
"Shadow-2"  

semisubmersi
ble mode* 

ሺ5ሻ
ሺ2ሻ

 
"Shadow-2" 
"trimaran" 

mode * 

ሺ7ሻ
ሺ2ሻ

 

1 2 3 4 5 6 7 8 
Displacement, tons 138,5 169,22 1,22 99,53 0,72 74,65 0,54 

Maximum length, m 43,2 17,3 0,40 17,3 0,40 17,3 0,40 

Maximum width, m 12,2 10,4 0,85 7,6 0,62 5,0 0,41 

Maximum height, m 12,2 6,24 0,51 6,24 0,51 6,24 0,51 

Maximum speed, knot 27 26,43 0,98 29,9 1,11 34,15 1,26 

Patrol speed, knot 6 6 1,0 6 1,0 6 1,0 

Number of diesel-
generator sets - 2 - 2 - 2 - 

Total power of engines, 
kW 2134 2134 1 2134 1 2134 1 

Mass of a reserve diesel 
fuel, tons 40 15,1 0,38 15,1 0,38 15,1 0,38 

Mass of rechargeable 
batteries, tons - 32,2 - 32,2 - 32,2 - 

Relative weight of diesel 
fuel ** 0,29 (29%) 0,09 (9%) 0,31 0,15 (15%) 0,51 0,2 (20%) 0,7 

Relative weight of 
rechargeable batteries ** - 0,19 (19%) - 0,32 (32%) - 0,43 (43%) - 

Endurance at V = 6 knot, 
day 70 88,7 1,27 121,2 1,73 176,15 2,52 

Range at V = 6 knot, 
miles 10080 12770 1,28 17451,3 1,75 25365,6 2,54 

* Still water or small sea state 
**In comparison with displacement 

The offered conceptual shape of the robotic underwater-surface vehicle of the increased autonomy with 
changeable geometry of the hull "Shadow" in comparison with foreign analogs – prototypes has the 
following main advantages: 

1. The modes of the movement "Shadow" at the same time include the modes of movement of all 
presented earlier foreign analogs – prototypes. 
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1.1. On still water and at small sea state RSUUV IA can travel in surface "trimaran" and 
"unobtrusive" modes and also under water close to a surface with a retractable or folding 
snorkel mast (semisubmersible mode). 

1.2.  At hard sea state, storm weather or in the difficult ice conditions, the "Shadow-2" can move 
under water at a necessary depth. 

2. At the movement in a surface or underwater mode at failure in the functioning of any from three 
propulsion devices, RSUUV IA can by means of the remained operating propulsion device keeping a direct 
exchange or be able to steering in the horizontal and vertical planes. 

2.1. If at the surface or underwater modes one of side propulsion devices failed, then it is 
necessary to disconnect the second working side propulsion device and to move forward 
during the work of an average propulsion device in a torpedo-shaped hull, or to provide 
necessary maneuvering in the horizontal and vertical planes by means of rudders. 

2.2. At failure in the functioning of the average propeller the similar movement and maneuvering 
of "Shadow-2" is provided due to operation of two side propellers and rudders. 

3. In all three torpedo-shaped hulls and on the deck of the top hull it is possible to install necessary 
research or other special equipment. 

4. RSUUV IA "Shadow-2" can be deployed to the region of the mission without assistance and does not 
demand additional carriers. 

In Fig. 2 it is presented preliminary configuration (based on calculated data) the energy unit [4, 27-30], a 
reserve of diesel fuel [4, 28-29] and rechargeable batteries [4, 31-32] and also ballast tanks. 

 
Figure 2 – Preliminary configuration the energy unit, reserve of diesel fuel and rechargeable  

batteries, and also ballast tanks 

The top hull having the form of a wing, of RSUUV IA with the volume displacement of 66.4 m3 remains 
almost completely free, and payload can be placed in it: research equipment and additional sources of energy 
supply [4]. 

In general as a result of development of the RSUUV IA concept, the multipurpose universal platform 
turned out which can be used at the solution of a wide range of tasks both in military, and in civil areas. 

The system of robotic underwater seismic exploration in subglacial waters 
RSUUV IA  "Shadow" [3] was used as a prototype of the heavy hybrid underwater-surface robot - 

seismosource - the carrier of autonomous underwater vehicles group – seismographs when developing "The 
concept of robotic underwater seismic exploration in subglacial waters" [4]. The concept got the first award at 
a contest  of the scientific, scientific and technical and innovative developments directed to studying of the 
Arctic and the continental shelf. 

Due to the complexity of carrying out full-scale surveying by means of traditional methods (with using of 
vessels and towed seismographs) in the  difficult ice conditions and  storm activity, which typical for the 
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waters interest of the Russian Federation, the problem of creation the surveying system, which having a 
minimum need for surface components, such as seismological vessels and the towed surface antennas is 
urgent. Thus, the distributed system of carrying out seismological survey consisting of the following 
components is offered: 

 universal hybrid surface-underwater robot (carrier); 
 small-sized underwater autonomous vehicles - carriers of seismometers with a possibility of group 

control; 
 underwater autonomous vehicles with a possibility of sampling and analysis of samples of soil, water, 

and functioning as benthonic observation stations (or ensuring deployment and assembling such stations). 
The vehicle - carrier has an opportunity to move both in underwater, and in the surface mode (including a 

complicated ice conditions) and has sufficient available power and the sizes to serve as a source, the carrier, 
and a command and navigation center for group of small-sized autonomous crafts performing functions of 
seismic detectors. This carrier is supplied with compressor installation therefore at the movement on a surface 
it can use the standard procedure of application of seismosources (pneumatic seismoguns). Under water the 
system of chemical gas generation can act as a source of gas of high pressure for work of pneumatic 
installations – the similar systems of domestic production provide necessary parameters of the gas 
environment and the required productivity. 

As carrier of seismic detector and benthonic station it is supposed to use an underwater glider - the 
autonomous underwater vehicle set in motion by hydrodynamic forces due to change of buoyancy [33]. 
Generally it is the multiple-use autonomous underwater vehicle which moves in water space like the glider - 
with the minimum energy consumption and according to program. This craft has no "propeller" or "the 
traditional engine", and the movement is provided due to change of its buoyancy. It can be used as the 
universal platform - carrier of various tools for a research of any water areas of the World Ocean, including 
the Arctic zone where it can be used in the "subglacial" mode on "super big" autonomous time intervals with a 
possibility of "landing" on sea floor and works as the ground seismometer, and in hybrid option – the group 
movement in the generated swarm (network) of seismometers in the thickness of water. In addition it can 
carry out all these operations, being  stationed at heavy hybrid underwater-surface robot - a seismosource - the 
carrier of autonomous underwater vehicles group – seismometers, both leaving it for carrying out 
measurements, and coming back for recharge and transfer of the accumulated data for processing.  

Conclusion 
In general the conducted researches showed that performance characteristics (including endurance and 

range) in an underwater, semisubmersible and surface mode of the vehicle "Shadow-2" can significantly 
exceed the same parameters of the best known foreign analogs - prototypes. In particular, considering that the 
volume displacement of the vehicle "Shadow 2" is 22% more, than displacement of  American robotic 
trimaran "Sea hunter" of 138.5 tons, and at the equal capacity of power stations, the maximum speed 
"Shadow-2" in the underwater mode is 26.43 knots (98% of the maximum speed "Sea hunter"), at the surface 
"unobtrusive" mode or semisubmersible mode – 29.9 knots (110%) and at the "trimaran" mode  - 34.15 knots 
(126%). Range of the surface- underwater vehicle "Shadow-2" in comparison with "Sea hunter" at the 
movement with a speed of 6 knots in an underwater mode approximately by 1.3 times, in the surface 
"unobtrusive" mode – by 1.74 times, and in surface "trimaran" mode – by 2.53 times more. 

The multifunctionality of the surface-underwater vehicle with changed geometry of the hull is that it can 
perform all functions and tasks which are carried out and solved separately surface, semisubmersible and 
underwater unmanned civil and military vehicles now. RSUUV IA "Shadow-2" organically fits into the 
concept of multiagent information and measuring network as the carrier of small-sized AUUV with limited 
endurance or for acceleration of low-speed gliders's delivery to the region of the mission. It can be also used 
as docking station for AUUV, and considerable increase the accuracy of their positioning during long actions 
under water without a possibility of updates of their location on the GLONASS/JPS system including under 
ices. Application principles of glayder type marine robotic system were investigated in the concept of 
multiagent information and measuring network of dual purpose for illumination of a situation in the sea of 
Arctic zone, developed by group of authors of St. Petersburg State Marine Technical University under the 
general guide of professor V.A. Ryzhov [33]. 

The offered surface-underwater autonomous unmanned vehicle is capable to work effectively, 
practically, under any weather conditions. On still water and at small sea state it can move in surface and 
semisubmersible mode and also in the mode of operation of the diesel under a periscope. At heavy sea or in a 
difficult ice conditions this vehicle will move under water. 
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It should be noted that the given analytical calculations have approximate character and confirm only a 
basic possibility of creation such surface-underwater vehicle with changeable hull geometry, which efficiency 
considerably exceeding the best foreign analogs. Further development of the concept requires conducting of 
research for technology development of creation of the robotic surface-underwater unmanned vehicle of the 
increased autonomy with changeable hull geometry and to confirmation of its design characteristics, and 
design and development work on creation of a RSUUV IA prototype. 
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Abstract 
Underwater system being designed by SMTU for positioning robots and divers, voice communications 

and remote control, digital data transmission is demonstrated. The system consists of multifunctional surface 
and diver stations, compact beacon transponders and high-speed digital modems. One of the key features of 
the system is the ability to underwater searching with surface and divers stations, independently of each other. 
The structural diagrams of major system components and description of used algorithms are presented. The 
analysis of the factors affecting positioning accuracy are made. The results of prototype field tests are shown 
in condition of shallow water. 

Keywords: hydroacoustic positioning, uninhabited underwater vehicle, hydroacoustic communication, 
high-speed hydroacoustic modem, beacon responder, emergency. 

Hydroacoustic equipment is used by divers and underwater robots (autonomous underwater vehicle – 
AUV) for technical and rescue operations must provide: 

 voice (telephone) or signal (telegraph) communication between divers and support vessels; 
 positioning of divers (AUV) not only “from above” (with support vessel), but also with other divers 

“from below”; 
 determining the location of the emergency, both by the diver and without him, by remotely turning on 

his emergency beacon; 
 digital information communication with transfer of various kinds of messages, commands, information 

from sensors, photos, etc .; 
 efficiency and reliability management by involved underwater participants; 
 continuous recording of communication on hydroacoustic channel with the playback for analyzing 

actions. 
The key point of this system is to ensure maximum safety of divers. 
At present, there is no equipment that provides these functions as part of a single set on the international 

market. Practically at all known diving underwater communication stations [1], [2] neither emergency beacons 
nor means of underwater navigation and telemetry are provided. In positioning systems [3], including those 
that combining positioning with data transmission [4], there are no voice communication channels and no 
interaction with divers is expected during mission performance. The development of a unified positioning 
system, communication, telemetry, digital data transmission minimizes consumer costs, reduces size, power 
consumption, while improving usability, safety of work and therefore is, in our opinion, relevant. 

From the beginning of presented work, we came to the conclusion, that it is not possible to use technical 
devices available on the world market for building a system for several reasons: 

 the inability to make changes to the software; 
 constructive inconsistency with the overall design of the development; 
 high price of products and their after-sales service. 
For this reason, it was decided to independently develop all the components of the system. When 

developing the above multifunctional underwater system (referred as “Poisk-01”), the following tasks were set 
and solved: 

 providing hydroacoustic voice and signal communication divers among themselves and with the 
surface part of the system; 

 positioning in automatic mode on the display of the boat station of the location of the AUV (more 
precisely, the beacons installed on them), divers equipped with diving hydroacoustic stations, in coordinates 
associated with the boat and on the tablet - on the map (output geographic coordinate), with the possibility of 
transmitting information from divers in the form of a diver number (AUV) and an emergency signal initiated 
by a diver from the diving station's control panel; 

 remote activation of any emergency the diver’s beacon, both from the remote control of the “Poisk-01” 
surface part and other divers; 
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 determining the location of the emergency beacon by a diver; 
 digital data transmission via underwater communication channel. 
The composition of the developed system is shown in Figure 1. 
The system consists of surface and underwater parts. 
The surface part is located on the support vessel (or on the pier, platform, etc.) and consists of a 

communication console, control, display, a lowering device with an antenna unit (inside the unit is an 
electronic module of preliminary signal processing), a tablet, a personal computer necessary (Fig. 1). The 
underwater part consists of multifunctional diving underwater stations and responder beacons. The underwater 
station is designed for use with full-face masks AGA type and consists of an electronic unit, a communication 
headset with a control panel and an antenna base (Fig. 2). The stations are controlled from a two-button 
remote, combined with a microphone node, which is inserted into a special slot of the AGA mask. 
Hydroacoustic antennas are placed on the diver’s breathing apparatus. 

 
Figure 1- The composition of the prototype of the system "Poisk-01" 

Responder beacons are equipped with depth sensors, have a battery or external power supply and are 
located on the AUV. Beacon can be combined with underwater modem 

The generalized block diagram of the surface part of the system (located on the support vessel) is shown 
in Figure 3 and works as follows. 

 In the positioning mode diving stations or responder beacons: 
 From the control panel, the numbers of the stations or the military formation (the "subscribers") are 

set. 
 The processor forms the teams of sequential switching on (hereinafter referred to as the “request”) of 

subscribers. The request signal through the switch goes to the power amplifier and from its output to the 
radiating antenna. After the request signal is emitted, the switch disconnects the from the radiating antenna, 
which is also used to receive / emit voice communication and digital communication signals. 

The subscriber’s response signal is sent to the antenna unit and from it to the processor where the 
preprocessing is performed, the distance between request and response is determined, the heading angle is 
based on the measured signal delays on the antennas, taking into account the roll / pitch sensor data. By the 
known course angle and distance, the display shows the location of the subscriber relative to the antenna unit. 
Taking into account the GPS receiver (compass) data, the processor calculates the subscriber's position in 
global coordinates and transmits them via Bluetooth protocol to the tablet, where it indicates a point on the 
map of the work area. 

Surface part Submerged part 

Diving station 

   transponder 
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Figure 2 – The composition of the diving station hydroacustic 

 
Figure 3 – Block diagram of the surface part of the system 

 Obtained on the display or tablet points of each subscriber are interconnected, forming a trajectory of its 
movement. The underwater beacon forms a response parcel with information about the subscriber number, the 
depth of its location, and the presence of an emergency. 

 In the voice communication mode: the voice transmission mode is initiated by a button or voice. The 
speech signal from the microfilm microphone enters the processor, where it is converted into a single-sided 
(SSB) signal, which is transmitted through the amplifier to the receiving-emitting antenna and transmitted to 
water. When receiving a voice information signals from the antenna unit through the switch enter the 
processor, where they are decoded (converted into voice signals) and through the power amplifier arrive at the 
speaker. 

 In the digital communication mode: the modem software installed on the PC generates digital 
communication signals that go through the processor to the switch, then to the power amplifier and, from its 
output, to the radiating antenna of the antenna unit. After the transmission signal is emitted, the switch 
disconnects the amplifier from the radiating antenna, the signals from the answering modem from it through 
the switch and the processor arrive at the PC (modem). 
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 The peculiarity of the diver station is its multifunctionality and a large number of commands calling 
certain functions. The stations provide: telephone and telegraph communication (2 commands), remote control 
by beacons with determination of distance and bearing (15 commands), voice activated transmission mode (2 
commands), direction finder control (2 commands), control of its own emergency beacon (2 commands), 
transmission power control (3 commands), volume control (5 commands), noise reduction control (2 
commands). The control is performed from the 2-button remote control by combinations of the number of 
button presses, which requires memorization of the combinations and leads to the presence of control errors. 
To improve the reliability of control, a speaker-independent speech recognition system with a limited 
vocabulary (about 50 commands) based on chalk-core analysis and hidden Markov models is built into the 
aircraft. At present, the algorithm provides a probability of correct recognition in air of about 95% and about 
80% in a full-face mask, regardless of the type of breathing apparatus. As the system asks for the correctness 
of the command, control errors are practically eliminated. 

 The development of a modem is based on OFDM modulation and was carried out practically without a 
real prototype, since the developers do not disclose the technological and algorithmic characteristics of the 
underwater modems available on the market, and the well-known radio communication solutions cannot be 
applied due to significantly different characteristics of the electromagnetic hydroacoustic fields [5]. 

The block diagram of the transmitter of the OFDM modem is presented in Fig. 4. The input data is 
converted into separate frames containing the data itself, the service information and the code (CRC) to verify 
the integrity of the information in the receiver. In the scrambler, bitwise summation of frame data with a 
pseudo-random sequence is performed to reduce the peak-factor of transmission and provide information 
cryptographic protection. Convolutional coding (CC) is intended to correct errors in the receiver. To combat 
the error packing in fading and impulse noise in the communication channel, bit interleaving is used according 
to a known pseudo-random law. 

 
Figure 4 – Transmitter block diagram 

In the QPSK / QAM modulator block, quadrature phase shift keying (QPSK) or 16-position quadrature 
amplitude shift keying (QAM-16) is performed. The quadrature information symbols are distributed over the 
subcarriers and are complemented by well-known pilot symbols, by which the amplitude-frequency 
characteristic in the receiver is corrected. The inverse Fourier transform in the IFFT block translates symbols 
from the frequency domain into the time domain, after which its end is written at the beginning of each 
OFDM symbol to create a cyclic prefix. The obtained time samples in a complex form at zero frequency are 
converted into real samples at a given carrier frequency using an interpolator and a quadrature local oscillator. 
The generated data is transmitted via a digital-to-analog converter (DAC), power amplifier to the underwater 
antenna (not shown in Fig. 4). 

 The block diagram of the receiving part of the modem is presented in Fig. 5. The signal from the antenna 
through the receiving amplifier and the ADC (not shown in Fig. 5) goes to the transfer unit at zero frequency, 
from where the complex samples go to the symbol synchronization block, where the start of the data frame 
transmission is determined by the synchronization symbol (SS) Y, which is in the time domain threefold 
repetition of one pseudo-random sequence Y = [ Ylp ; Ycp ; Yrp ],, where Ylp, Ycp, Yrp - left, central and right 
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parts of the SS For each complex reference, scalar values of cross-correlation are calculated: Jlp = Ylp * Ycp’ 
and Jrp = Ycp * Yrp’, after which the metric J is determined using the expression: 

ܬ ൌ
ାೝ
∗ᇲ

	,  (1) 

where Ycp’, Yrp’, Y’ are the values of the complex conjugation of the readings of the left side, the right side, 
and the full SS, respectively. Based on the comparison of the J metric with a threshold, a decision is made to 
detect SS. 

 
Figure 5 – The structural scheme of the receiver 

In the Doppler shift compensation unit, frame-by-frame (over the measured SS period) and symbol-by-
cell (over subcarriers with zero energy) estimates of the magnitude of the frequency offset (due to the Doppler 
effect and frequency drift at the receiver) are performed. The method used is presented in [6]. Next, the cyclic 
prefix is removed from the frame and is performed using the direct FFT to transfer it from the time domain to 
the frequency domain. The channel equalizer block compensates for distortions that occur when a signal 
passes through a multipath communication channel. The channel response estimate is calculated using the 
MMSE algorithm for known pilot symbols and interpolated into information symbols [7]. 

 After equalizing the channel frequency response, the data symbols are converted by a QPSK / QAM 
demodulator into a sequence of soft bits quantized into 8 levels. The bit deinterleaver performs the reverse 
permutation of soft bits, after which the convolutional decoding block performs decoding of the obtained 
sequence using the soft decision Viterbi algorithm according to the maximum likelihood criterion [8]. The 
descrambler block performs the functions inverse to the transmitting part of the scrambler. In the block for 
estimating the received data, the CRC is checked and the numbers of neighboring frames are compared, on the 
basis of which a decision is made about the correct reception of the frame. 

The frame structure of the transmitted information is shown in Fig. 6 
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Figure 6 – Transmitter block diagram 
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 The modem provides 3 modes (A, B, C) for use in various interfering situations. Mode A is intended for 
transmission channels having frequency and time selectivity with propagation delays; mode B - similar to 
mode A, but with an increased Doppler effect; mode B is similar to mode B, but with significant propagation 
delays and a significant Doppler effect. The main signal parameters of the modem in these modes are 
presented in Table. 1. 

Table 1. The main parameters of the modem 

Mode 

Number 
of 

subcarri
ers 

Numbe
r of 

pilots 

Distance 
between 

subcarrier
s Δf = 1 / 

T, Hz 

Duration 
of 

informatio
n symbol 

T, ms 

The 
duration 
of the CP 
 Tcp, ms 

Total 
character 
duration 

T’, ms 

The number 
of characters 
in the frame 

Ns 

A 854 106 11,7 85,3 21,3 106,6 15 

B 584 97 17,1 58,6 21,3 79,9 20 

C 373 93 26,8 37,3 29,3 66,6 24 
 

The estimated modem transmission rate for various modes and types of modulation is presented in 
Table  2. 

Table 2. Modem data rates 

Mode Modulation 
Speed, kbps 

CC 1/3 CC 1/2 CCs 2/3 

A 
QPSK 3,7 5,5 7,3 

QAM-16 7,3 11,0 14,7 

B 
QPSK 3,0 4,6 6,1 

QAM-16 6,1 9,2 12,2 

C 
QPSK 2,1 3,2 4,3 

QAM-16 4,3 6,4 8,5 
 

Comparative tests of the developed OFDM modem with the Evologics S2C 42/65 modem were carried 
out in two water areas with different hydrological parameters: Lakhta Spill with a depth range of 4-6 m (St. 
Petersburg) and the Gulf of Finland with a depth range of 10-15 m (near Primorsk city). The operation of the 
OFDM modem was provided using software running on a PC: the physical and channel levels were 
implemented in the C / C ++ programming language, the transport level in Matlab R2017a. The modem 
operation parameters are transmission modes (A, B, C), convolutional coding rate (1/3, 1/2, 2/3) and 
modulation type (QPSK, QAM-16) were determined by the software automatically based on the evaluation 
test packet. Digital-analog and analog-digital conversions of received and emitted signals were performed 
using an external sound card Creative EMU 0204 connected to a PC via USB interface. The appearance of a 
set of OFDM modems is shown in Fig. 7 
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Figure 7 – The appearance of a set of OFDM modems 

Typical changes of impulse response (IR) for real communication channel are presented in fig. 8. 

 
Figure 8 – Typical IR of underwater channel 

Table 3 presents the values of the measured average data transfer rates (including all repeated requests) 
in the Lakhta spill, and Table 4 presents transfer rates in the Gulf of Finland area. 

Table 3. Field test results, Lakhta Spill  

Distance Average transfer rate, bit / s Notes 

 
Modem OFDM Modem S2CR 42/65 S2CR 42/65 - 23 kHz 

bandwidth; 

OFDM - 10 kHz 
bandwidth. 

 

S2CR 42/65 - directional 
antenna ± 50⁰; 

OFDM - non-directional 
antenna. 

Direction 1-2 2-1 1-2 2-1 

200 m 2960 2270 2920 3040 

600 m 3140 5820 3900 1750 

800 m Not tested 3180 
No 

connection 
No 

connection 

1100 m 270 302 
No 

connection 
No 

connection 
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Table 4. Field test results, Gulf of Finland 

Distance 
Average transfer rate, bit / s Notes 

Modem OFDM Modem S2CR 42/65 
S2CR 42/65 - 23 kHz 

bandwidth; 

OFDM - 10 kHz 
bandwidth. 

 

S2CR 42/65 - directional 
antenna ± 50⁰ 

OFDM - non-directional 
antenna 

Direction 1-2 2-1 1-2 2-1 

100 m 2126 2048 2735 2624 

200 m 8829 8790 643 
No 

connection 

600 m 8835 4826 
No 

connection 
No 

connection 

1000 m 
No connection No 

connection 
No 

connection 
No 

connection 

The underwater OFDM modem was realized as a C / C ++ program for the BeagleBone Black hardware 
platform [9]. The board is equipped with an ARM processor with a clock frequency of 1 GHz (2000 
DMIPS). Board dimensions are 86x53x20 mm and average power consumption is 1 W. 

Despite the identified advantages of the OFDM modem we will continue field tests to determine the 
characteristics of the modem in different areas to collect statistics. 

At present, the «Poisk-01» system has the following characteristics: 
 communication / positioning range –– not less than 1 km; 
 the error in determining the bearing - not more than 2 degrees; 
 the error in determining the distance - not more than 3% of the distance; 
 the number of frequency communication channels - 8; 
 frequency range of voice communication from 24,700 to 33,200 Hz; 
 voice modulation type - SSB (single sideband, with suppression of one sideband and carrier 

frequency); 
 number of simultaneously serviced divers (UAV) - not less than 10; 
 speed of relative movement of divers and “Poisk-01” - up to 3 m / s; 
 continuous operation time - at least 8 hours (at the rate of the transmission 1 time per 10 s); 
 display - on the surface part console and the tablet with Android OS; 
 communication protocol with the tablet – Bluetooth; 
 range of communication with the tablet – at least 10 m; 
 the number of antennas in the “Poisk-01” - 5 antenna unit; 
 type of positioning signals – phased manipulated pseudo-random sequences of 255 chips; 
 bandwidth of positioning signals from 12 to 36 kHz; 
 bandwidth of the digital communication channel from 19 to 29 kHz; 
 data transfer rate - up to 14 kbps; 
 acoustic transmission power - up to 10 W; 
 number of HA antennas - 5; 
 dimensions - no more than 500x300x150 mm. 
 The diving stations included in the system have the following characteristics: 
 communication range - at least 1 km; 
 working depth - up to 50 m; 
 the number of frequency communication channels -8; 
 modulation type - SSB; 
 type of telemetry signals - PM PN; 
 the error of determining the distance - no more than 3%; 
 the error in determining the bearing - no more than 5 degrees; 
 acoustic transmission power - up to 10 W; 
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 number of HA antennas - 2; 
 dimensions of electronic block - no more than 250x120x40 mm. 
The compact hydroacoustic beacon (without a modem) has the following characteristics: 
 range of action - not less than 1 km; 
 working depth - up to 50 m; 
 type of signals -  PM PN; 
 time in the "request-response" mode - at least 6 hours; 
 working time in standby mode - at least 24 hours; 
 working time in sleep mode – up to 24 days; 
 dimensions D = 60mm, H = 100 mm. 
Positive results of field tests will allow developing a more technically advanced hydroacoustic system for 

positioning of underwater vehicles and divers, control, voice communications, digital data transmission in the 
near future. The system will have the following general characteristics: 

 range - 5 km; 
 bearing error - 1 degree; 
 working depths - 500 m; 
 number of positioned UAV – 15; 
 data transfer rate - 5 kbps; 
 vocabulary voice command - 32 words; 
 probability of command recognition in the air - 95%; 
 probability of command recognition in a full face mask - 90%. 
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Abstract 
The article discusses the features of the construction of an active underwater vision system for 

Autonomous unmanned underwater vehicles, provides recommendations for the selection of the light-signal 
Converter and illumination systems and their placement to reduce the influence of backscatter interference and 
increase the visibility range under water. The block diagram and the main technical characteristics of APV for 
ANPA are given.  

Keywords: autonomous and remote-controlled unmanned underwater vehicles, underwater television, 
solid-state imaging devices, underwater visibility, led illumination system. 

Equipment of Autonomous or remote-controlled unmanned underwater vehicles to operate at different 
depths of the dive underwater vision systems allows to expand the range of scientific and applied problems 
of the development of the Oceans, to successfully perform search and rescue operations, to solve problems of 
defense value. Therefore, at present, in all countries that occupy a leading position in the field of marine 
technology, special attention is paid to the creation of Autonomous unmanned underwater vehicles (ANPA), 
while the direction of robotics using ANPA is rapidly progressing. 

In the foreign literature of ANPA generally klassificeret to limit the working depth of the dive and the 
weight and size characteristics – portable AUV (weight up to 20 kg), mini AUV (20-100 kg), small AUV 
(100-500 kg), average AUV (500-2000 kg) and large AUV (>2000 kg) [1].   

When designing the underwater vision system for the ANPA, depending on the class of the ANPA and 
the tasks to be solved, respectively, there are requirements for the range of visibility, resolution and quality of 
the video images, as well as requirements for weight and size characteristics, for the working depth of 
immersion and power consumption, since it is necessary to provide a predetermined battery life, while the 
capacity of the batteries in the ANPA is limited. 

Consider the features of the underwater vision system for the ANPA with these requirements.  
Due to the lack or complete absence of natural light at working depths, the underwater vision system in 

addition to the TV camera should have an external illumination system that provides the necessary level of 
illumination of the object of observation to obtain the necessary quality of photo and video materials. Given 
this fact, a system of underwater vision are further referred to as active system for underwater vision (ASPV). 

In General, any object that is in the water is perceived by vision or television system only if it is different 
in brightness or color from the background.  

As the observation distance increases, the contrast of the object decreases not only due to the weakening 
effect of water, but also due to the phenomenon of "smearing" the boundaries associated with the scattering of 
light rays reflected from the surface of the object, as well as due to the effect of volumetric energy scattering 
during the passage of the light beam through the water medium. Volumetric scattering is perceived by the 
optical receiver as the glow of the water itself (light haze) and is called backscattering interference (PORE), 
which greatly reduces the brightness contrast of the object of observation [2,3]. 

Thus, in order to increase the range of observation in sea water, it is necessary to overcome both the 
attenuation of radiation in water and to reduce PORES in the construction of underwater lighting schemes.  
Note that an increase in the power of light sources to compensate for the attenuation of radiation in the water 
is necessary, but this does not guarantee an increase in the range of visibility, since with an increase in the 
power of radiation, the veiling brightness of the PORES simultaneously increases. 

Spatial separation by moving the light source away from the TV camera at a certain angle (β) relative to 
the optical axis of the lens, depending on the shooting distance, is the most accessible way to reduce the 
illuminated volume of water (this area is shaded in figure 1). 

It is for this reason that the examples of diversity are widely used in the ANPA. It should be noted that 
the size of the separation also depends on the layout of the equipment in the ANPA, so the real angle of 
separation in the design may differ from the optimal. With the use of two or more light sources, you can get 
more illumination and more uniform illumination of the subject, if there is a constructive possibility of placing 
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several light sources on the ANPA and sufficient battery capacity. It is possible to implement, for example, in 
ASPV for medium and large ANPA. 

 
  а) one light source  b) 2 light sources  c) effect reduction method 
  THEN, using 
  multiple TV cameras 

Figure 1 – Examples of light source and TV camera separation to reduce PORES 

In addition to the known methods of separation, it is possible to propose a method to reduce the effect of 
PORES using several TV cameras with narrow angles of view and with consistent angles of light sources (see 
figure 1, b), and the observation of the overall image from all cameras to provide crosslinking in split-screen 
mode. This method can be implemented in ASPV, for example, for medium and large ANPA and thus 
increase the range of visibility. 

Let us now consider the light sources to implement ASPV for AUV.  
Analysis of the main lighting characteristics of modern light emitters shows that the most promising are 

led light sources [4,5]. 
JSC "research Institute of television" has experience in the creation of underwater lighting devices using 

led emitters for inhabited underwater vehicles for various purposes. For example, developed and widely used 
device underwater light TM-1245 [6] on the led matrix with a power of 100 W, the axial luminous intensity of 
4000 CD, the radiation angle in the water of 60 degrees, working depth – 3000 m. The protective glass of the 
light device is made in the form of a lens, which allowed to concentrate the light flux within a given angle of 
radiation, and by reducing the size of the protective glass – lens, including its thickness, provided the 
necessary strength under the influence of external hydrostatic pressure, characteristic of the operating 
conditions of the underwater light device. 

Taking into account the above mentioned advantages and on the basis of the experience available in JSC 
"research Institute of television", in the near future it is advisable to use led light sources in the design of 
ASPV for ANPA. 

As mentioned above, the range of observation and, accordingly, the quality of the images obtained in 
underwater vision systems is significantly affected by the optical characteristics of the aqueous medium, 
where due to the processes of scattering and selective absorption of light in the water, the quality of the 
images obtained deteriorates. This is manifested in the weakening of the brightness and reducing the contrast 
of the image, distortion of its spatial structure, loss of information about the color of the object, the relative 
increase in the noise component of the image and the limitation of the visibility range [2].  

Thus, from the point of view of increasing the range of visibility in the aquatic environment, the 
photodetector of the underwater vision system must have a high contrast sensitivity, and for the recognition of 
small objects and high resolution.  

Within the linear characteristic of the light-signal transformation, the estimation of the threshold contrast 
of the imaging system is determined by the following formula [7]: 

порܭ ൌ
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That is, the potential value of the threshold contrast is limited by the signal-to-noise ratio and the 
cumulative capability of the photodetector element (its capacity or the limit number of Ne photoelectrons).  

Real CCD and CMOS photodetectors have their own noise, which worsens the potential sensitivity and 
signal/noise of the imaging system, which should be taken into account when choosing a photoconverter for 
operation at low light levels.  

The paper [3] provides recommendations for the selection of photosensitive matrices for underwater 
vision systems based on the method of objective comparison using the standard EMVA1288 (European 
Machine Vision Association).  

Absolute threshold of sensitivity (the number of photons that are required to achieve the noise level. The 
lower the threshold, the more sensitive the camera is and the less illumination is required to generate a useful 
signal) depends on both the signal level (e-), equal to the product of the number of photons (NF) per unit area 
of the photosensitive element (photon/µm2), the area of the photosensitive element (µm2) and quantum 
efficiency, and the magnitude of the intrinsic noise of the matrix (e-). The number of photons NF is 
determined by the energy collected by the unit area of the photosensitive element during the exposure, divided 
by the photon energy, that is, the number of photons NF includes the exposure time [8]. 

Based on the recommendations of [3], it is shown that for underwater vision systems it is necessary to 
choose a more sensitive photodetector with a lower absolute sensitivity threshold, a better signal/noise ratio, a 
large dynamic range and a large number of elements. This will allow for the same accumulation time to 
provide a system of underwater vision longer range of vision and distinguish between lower contrast and small 
objects with better quality. 

Note that the isolation of the useful signal from the noise by increasing the accumulation time, as a rule, 
is not possible for underwater vision systems installed on moving underwater vehicles due to the appearance 
of "blur" images. 

Among the photodetector matrices considered in [3], the best parameters are IMX249 matrices, the 
element size is 5.86×5.86 µm, the number of elements is 1920×1200 and IMX265, the element size is 
3.45×3.45 µm, the number of elements is 2048×1536, which is preferable for use in underwater vision 
systems. Using research data, TV cameras on the matrix IMX249 and IMX265 [9,10], the best relationship of 
s/W has a TV camera on the matrix IMX249 - 45 dB, and the matrix IMX265 - 40 dB, it is possible to get the 
best results when observing low contrast objects, and it was confirmed by our test cameras at extreme levels 
of illumination on the object. 

The disadvantage of TV cameras on the imx249 matrix is that the matrix has an optical format 1/1.2”, so 
the size of the lens is large enough, in addition, the lens with this format from manufacturers is small and it 
will be difficult to choose a lens with the desired focal length.  

For underwater vision systems of small-sized ANPA, where in addition to high lighting characteristics, 
small dimensions of TV cameras are required, it is advisable to use matrices with a smaller optical format, for 
which the required lenses will have smaller dimensions and weight. In particular, the TV camera on the 
IMX265 matrix slightly loses to the TV camera on the IMX249 matrix in relation to C/W [9,10], but has an 
optical format 1/1.8”. With this optical format, there is a wide range of lenses and, in our opinion, for small-
sized ANPA it is advisable to use TV cameras with the imx265 matrix. 

Note that the matrix IMX249 and IMX265 are available in color format. Color matrices have a lower 
contrast sensitivity compared to black-and-white matrices [11], so the range of visibility when using color 
cameras is less. Color TV cameras are used in cases where information about the color of the object of 
observation is required, and in order to obtain a good color reproduction, the object of observation should be 
as close as possible to the optical receiver, since water differently absorbs color components in the radiation 
spectrum, and the degree of absorption depends on the distance of observation. 

In General, when choosing the observation distance for underwater vision systems, it is necessary to take 
into account that when forming an image, light radiation passes a double distance - from the light source to the 
object and from the object to the radiation receiver. 

In conclusion, we present the structural scheme (figure 2) and the algorithm of ASPV with one 
illuminator, developed in collaboration with JSC "Concern "NGO "Aurora" to create a small-sized ANPA 
with photo-video. 
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Figure 2 – Block diagram of APV with one illuminator 

Characteristics of ANPA: 
 maximum working depth of immersion - 1000 m; 
 speed during photo and video shooting - 1.5-3 knots; 
 supply voltage range - 20...30 Volts; 
 outer diameter of the compartments - 200 mm; 
 internal (light) diameter - 160 mm. 
ASPV is located in two adjacent compartments of the ANPA (figure 3). 

 
Figure 3 – Layout ASPV in AUV 

In the compartment №1 there is a TV camera, power Supply and control unit, Processor module. In the 
compartment №2 - led Illuminator. 

The main technical characteristics of the components of ASPV are given in table 1. 
The algorithm works ASPV composed of ANPA: 
Software control unit (BPU) ANPA transmits to the Processor module (PM) ASPV interface 

FastEthernet command mode - "Photography", "Video" and service information - "date and Time", "speed 
ANPA", "Distance to the bottom", "Geographical coordinates". 
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Software control unit (BPU) ANPA transmits to the Processor module (PM) ASPV interface 
FastEthernet command mode - "Photography", "Video" and service information - "date and Time", "speed 
ANPA", "Distance to the bottom", "Geographical coordinates".  

In the photo shooting mode, PM and the controller of the power supply and control unit ASPV generates 
current pulses for the lamp and pulses control the accumulation time of the TV camera, where the duration 
and frequency of the pulses of the lamp depends on the speed of the ANPA, the amplitude (determines the 
radiation power) adapts to the transparency of the water environment and to the shooting distance, and the 
pulses control the accumulation time of the TV camera are consistent with the pulse duration of the 
illuminator.  

Image frames from the TV camera are transmitted over the GigabitEthernet network to the APV PM and 
recorded together with service information on the Flash drive. AVI file type, JPEG compression format.  

In the "video Shooting" mode, the video file is recorded with the frame rate of the TV camera (25-30 Hz) 
in the continuous backlight mode, the radiation power can also adapt to the transparency of the water 
environment and to the shooting distance. 

At the completion command received from the ANPA BPU, the ASPV system goes into standby mode to 
save power consumption. 

Transfer of photo and video files recorded in the PM ASPV, carried out by standard means of the 
operating system ANPA network FastEthernet. 

Table 1. Main technical characteristics of ASPV 

TV camera (monochrome or color) Name/ parameter 

Monochrome/Color CMOS photosensitive matrix IMX265LLR-C/IMX265LQR-C 

Optical format 1/1,8ʺ 

Resolution, PCs 2048×1536 (3,15Mpx) 

Pixel size, µm 3.45×3.45 

Focal length of the lens, mm 6 

Angle of view diagonally (in water), deg 52 

Minimum illumination (on site), Lux 0,1 

Shooting distance range, m 2...5 

Interface type GigabitEthernet 

Power, V +12  

Power consumption, VA, no more 3  

Maximum operating temperature, deg. After +50 

Overall dimensions (without lens), mm 60×29×29 

Processor module 

Processor Intel Atom E3845(1,91 ГГц, 4-core) 

RAM/Flash memory 4 GB RAM/16 GB Nand 

Flash-disk C-Fast (SATA), 512 GB 

Interfaces 2 х Ethernet 1Gb, 4хRS-422 

Operating mode Photography and video 

Maximum video frame rate, Hz 30 

Recording images shooting with a frequency of 3 GHz, the 
hour 

50 
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TV camera (monochrome or color) Name/ parameter 

Video controller (integrated) VGA, DP 

Supply voltage, V +5  

Power consumption, VA 15 

Power and control unit 

Input supply voltage range, V 20-30 

The mode of formation of the current illuminator Continuous/Pulse 

The duration of the current pulses of the illuminator Adaptive to ANPA travel speed 

The pulses control the accumulation time TV camera Consistent with the duration of the 
current pulses of the illuminator 

The frequency of photography 1-5 Hz, adaptive to the speed of the 
ANAPA 

Minimum current pulse, µs Hundred 

The amplitude of the illuminator current (determines the 
radiation power)  

Adaptive to the transparency of the 
water environment and distance 
shooting 

The range of smooth variation of the amplitude of the current 
of the illuminator, And 

0,1-3,5 

Exchange interface with processor module RS-422 

Exchange Protocol with a program control unit AUV fast Ethernet 

Telemetry data reception interface from the illuminator 1-wire 

Output voltage, V +5, +12 

Led illuminator 

Light source Led matrix of SvL-23iP100 

Axial light intensity, CD Four thousand 

Angle of view (in water) Sixty 

Telemetry data The temperature of the substrate 
matrix, humidity, time between 

Maximum power consumption in continuous mode of 
radiation, VA 

One hundred 

Minimum power consumption in pulsed mode of radiation, 
VA 

Two 

Conclusion 
The field of robotics using Autonomous unmanned underwater vehicles equipped with underwater vision 

systems is important for solving a wide range of scientific, economic and defense tasks.  
The given recommendations on the choice of light-signal converters of TV cameras using the EMVA 

technique allow to choose the optimal matrix for solving specific problems of selection of objects in the 
aquatic environment, where due to the processes of scattering and selective absorption of light, brightness and 
contrast are reduced, the spatial structure is distorted, the noise component is increased, and, accordingly, the 
visibility range and the quality of the images is reduced. 

For the construction of ASPV for ANPA it is advisable to use led light sources, which have advantages 
over other light sources.  
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These recommendations for the separation of the TV camera and the illuminator in the body of the 
ANPA allow to reduce PORES, improve the quality of the images and to damage the range of visibility of the 
ASPV in the water environment. 

On the basis of the considered recommendations, the block diagram, layout and main technical 
characteristics of ASPV for use in ANPA of different classes and purposes are given. 
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Abstract 
With development of the autonomous underwater vehicles the task of automatic rendezvous and docking 

with an underwater carrier or a stationary dock become actual. The article describes a solution of the problem 
of determining the position of an underwater vehicle relative to the docking module using a computer vision 
system. Various existing solutions are considered, the structure of the vision system with based on active light 
landmarks is presented and two new methods of position determination are described. The applicability of the 
developed solution is confirmed by numerical experiments and marine field tests. 

Keywords: computer vision, AUV, docking, navigation, underwater vehicle, mobile robot, PnP. 
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1. Introduction 
Determining the relative position of underwater vehicles (AUV) is an important task when approaching 

or maneuvering at close distances [1]. For underwater vehicles, the most urgent problem requiring high-
precision position determination is docking. In most cases the AUV docking is performed under water due to 
the greater stability of the environment compared to the surface. 

The task of docking with an underwater carrier is one of the most difficult, since it requires close 
interaction of dynamic objects in a mobile environment. The developed AUV requires bringing to the carrier 
from a long distance, accurate positioning and precise vertical movement until the docking with simultaneous 
holding of the position in the horizontal plane. At the same time, it is necessary to ensure the possibility of the 
system operation in a case of a partial failure of its components. 

2. Related works 
The are several known approaches to the implementation of the underwater docking [2]. Existing 

solutions for docking and holding torpedo-shaped AUV and remote-controlled underwater vehicles (ROV) 
traditionally based on the use of special connecting funnel-shaped frames. A typical solution of this kind [3] is 
shown in figure 1. 

  
Figure 1 – A funnel shaped frame for a Dorado class AUV 

This design involves a horizontal approach of the underwater vehicle using main engines, which allows it 
to be used for vehicles that cannot hang in place. For underwater vehicles, which have separate engines for lag 
and vertical displacement, can also be used schemes with a vertical landing in the module. In the docked state, 
the module provides holding of the AUV, charging of battery modules, high-speed information exchange for 
obtaining the results of the mission, setting new missions, hardware diagnostics, software integrity check, etc. 
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Other possible solutions are based on the use of docking pins and frames of various designs, captured by 
a special device from the underwater vehicle, as well as active grips from the docking modules [1]. However, 
such solutions are less popular because of the limited opportunities for interaction of the module with the 
underwater vehicle. 

To perform the rendezvous and docking, the docking module is equipped with hydroacoustic and, if 
necessary, optical means for determining the position of the underwater vehicle. Hydroacoustic systems based 
on a short-range scheme (with the location of the antennas on the carrier) are used to determine the position 
over long distances. Ultra-short-range scheme with the location of the antennas on the underwater vehicle 
allows to determine the position at short distances. 

There are also single experimental studies showing the applicability to the guidance problem of scanning 
sonars (together with a computer model of the docking device), as well as electromagnetic sensors. 

At the final stages of docking the use of optical systems providing high accuracy and continuity of 
measurements is recognized as the most efficient. The main limiting factor in the use of such systems is the 
range limited by the visibility distance in the water. We can distinguish approaches based on the observation 
of active light landmarks, passive patterns, as well as systems working on arbitrary objects. Among these 
approaches, the use of active light landmarks considered in the article is the most efficient, since it provides 
the maximum range and reliability of measurements, and is the least expensive in terms of computing 
resources. An example of an image of such a complex system using active light and passive (code) landmarks 
[4] is shown in figure 2. 

 
Figure 2 – An example of using active light landmarks together with passive QR-like codes  

for precise docking of AUV Sparus II in a transparent water 

The development of solutions for a particular AUV is always closely related to the features of the vehicle 
itself (geometry, location of the propulsion and steering modules), with the planned placement of the docking 
station, with the tasks to be solved. Horizontal approach is convenient for vehicles that cannot provide 
controllability at low speeds. However, the placement of such a docking module, for example, on an 
underwater carrier, presents a number of technological challenges and significantly limits access to the AUV 
for maintenance. 

Another factor influencing the choice of technical solutions is the optical properties of water, in which 
the AUV should work. Existing solutions focus on greater water transparency and, often, the illumination of 
the passive landmark system by scattered light (from the Sun). This significantly limits the applicability of 
existing solutions when creating a complex designed for operation at different depths and in conditions of 
different water transparency. 
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3. The computer vision system
3.1. The light landmarks and the cameras 
The proposed computer vision system (CVS) for determining the parameters of the AUV position during 

docking consists of a landmarks system located in the docking module, two TV cameras of the AUV directed 
downwards (to the docking module), an on-board computer and a special software. 

As described above, the most effective scheme for optical guidance is the use of special active light 
landmarks. This solution provides a maximum range of guidance from 5 to 20 m depending on the water 
transparency. The landmark system consists of 4 light emitting landmarks: two main ones with masks forming 
4 points on each landmark, and two additional without masks. TV cameras provide images of landmarks, and 
on-board computer uses the special software for joint analysis of images from both cameras. 

The light landmarks should fall into the field of view of the television camera and be clearly visible on 
the frame both at the far border of the operating range of the system (about 10-20 meters, depending on the 
transparency of the water) and at the near (about 0.5 meters). 

In most cases the AUV have data from the inertial navigation system, giving the angles of roll and trim 
with high accuracy. Taking into account these data, it is possible to solve the problem of finding the mutual 
position of the devices by only two landmarks observed by one television camera. And in the presence of four 
or more distinguishable landmarks in the field of view of the camera, the problem can be solved without 
knowing the angles of roll and trim for each vessel [5, 6]. 

The light landmarks should be in the field of view of the television camera both on the far border of the 
operating range of the system and on the near one. The width of the camera field of view for different 
distances (at an angle of view of 45 degrees) is shown in figure 3. 

Figure 3 – The width of the camera field of view (angle of view is 45°) 

As can be seen from the figure 3, at a distance of 10 meters, the width of the field of view is 8.28 meters, 
and 0.5 meters it is only 0.41 meters. In order not to lose the accuracy and stability of the system it is 
necessary to have several sets of landmarks for different distances. This approach is used in other existing 
systems too [4]. 

To solve the problem for each camera on the far edge of the operating range, you must have 2 landmarks. 
It is desirable that when approaching along the axis of the camera, they do not go out of its field of view to 
about 3 meters, which will give some margin for possible lateral displacements when approaching. In this 
case, each light landmark may consist of several spaced light spots (or, for example, one large lamp with a 
mask superimposed on it). This would be guaranteed to give at a long distance one clearly distinguishable 
spot, and several spots at the near (figure 4). 

Since data from two television cameras will be used to rectify the angle of the mutual course of 
underwater vehicles, it is desirable that the cameras are as far apart as possible. An example of the 
configuration of the system of light landmarks and cameras is shown in figure 5. 
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a)  b) 
Figure 4 – Light landmark at a) – distance 10 m, b) – distance 0.5 m 

Figure 5 – An example of positioning of light landmarks and cameras of the AUV 

3.2. Automatic landmarks detection and their grouping 
After receiving the television frames (images) it is necessary to find the light landmarks, and then to 

number them in accordance with the order defined in the system. It may also be necessary to group several 
light spots into one and find the center of the landmark. 

To find landmarks, binarization and subsequent selection of contours [7] with automatically adjustable 
parameters are used. 

After finding the landmarks is the numbering of the found points. If the approximate angles of the course 
of the vehicles are known, the points are numbered using the knowledge of these angles, or simply by the part 
of the image in which they are located. 

If point grouping is required, the DBSCAN clustering method is used [8]. 

3.3. A method of determining the relative position by the two points on the image and the known 
angles of the roll and trim 

At known angles of roll and trim for each of the two underwater vehicles (AUV and dock), it’s possible 
to calculate the angle of their mutual roll by the image. To do this, it is necessary that in the field of view of 
the television camera were at least two points with known spatial coordinates. In our case the points are the 
light landmarks. 

AUV (device 1)

Dock (device 2)

CAM #1

CAM #2

Light landmarks 
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After that, it will be possible to calculate the rotation matrix between the coordinate systems of the 
devices. And, knowing how the devices are rotated relative to each other, by the same image with two points, 
we will be able to calculate all three relative displacements. 

Some PnP methods are able to find the position of an object by three points [9, 10]. But this raises an 
ambiguity, and choosing the right solution is paired with the computational and algorithmic complexity [11]. 
The proposed method, as already mentioned, finds a solution for only two points. 

a) Finding the rotation matrix between the reference frames of AUV and the dock.  Let the roll and
trim angles for the both devices are know: 1 2 1 2, , ,x x y ya a a a . 

The figure 6 shows the XY-planes of the devices and the horizontal axes when the mutual roll is zero. 
Lines P11 и P12 are parallel to the plane 1, while the P21 и P22 are parallel to the plane 2. All these lines lie 
in a vertical plane perpendicular to the horizontal plane. 

Knowing the orts of these lines it’s possible to construct the equations of the planes 1 and 2 relative to 
the horizontal reference frame. While now we consider the mutual course equals zero to make the explanation 
more clearly, one of the planes will finally be rotated by the necessary angle. 

Axes X of the devices coincide with the plane x0, so the angles 1 2,x xal al  equal to 1 2,x xa a . The angles 

1 2,y yal al  don’t equal to 1 2,y ya a  and need to be calculated (figure 7). 

Figure 6 – Reference frames and planes of the devices 

Figure 7 – Calculation of the yal  angle 

Plane 1 

Plane 2 

Plane 0 (horizontal plane)

P12

P22

P21

P11
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b) Calculation of the auxiliary angle yal . From the abcd  trapezoid: 

21 1
* (tg( ) tg( ))

cos( ) cos( ) x y
x y

c l a a
a a

    (1)

1 1
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cos( ) cos( )x y

d l
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Knowing c , one can calculate the angle  : 
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According to the 1 – 3 the angle yal  becomes: 
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c) Calculation of the rotation angles. Knowing 1 2 2 2, , ,x x y yal al al al , one can construct the 

equations for the planes 1 and 2 and find their normal vectors (which are the orts of the z axes): 
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Let’s also find the orts of the x axes of the planes: 
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And the y axes are determined as following: 

1 1 1

2 2 2

*

*

Y Z X

Y Z X




(7)

After the vectors normalization one can construct the rotation matrixes between the reference frames of 
the planes and the horizontal plane: 

 
 

01 1 1 1

02 2 2 2

M X Y Z

M X Y Z




(8)
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Next you need to rotate the coordinate system of one of the planes (for example the second one) around 
the z0 axis of the horizontal plane. The rotation can be described using the quaternion constructed from the 

rotation angle (mutual course angle _k ang ) and the direction vector  0 0,0,1
T

z  . 

0

0

1

_

quat

k ang

 
 
 
 
 
 

(9)

After the rotation we get the rotation matrix 02rM . 

Now the rotation matrix between the two devices reference frames can be determined: 

12 01 02* rM M M (10)

Knowing the rotation matrices between the AUV reference frame and the camera reference frame kM
one can determine the rotation matrix of the camera relative to the second device (dock) frame: 

2 12*k kM M M (11)

d) Determination of the offsets. Now, having a matrix of camera rotation relative to the second
device and the screen coordinates of the two landmarks on the image, one can calculate the displacement 
and get the full transition matrix. 
Let one of the points have spatial coordinates x and y equal to zero. If this is not the case, then shift the 

coordinate system of the second device, get the result and do the opposite shift. 
Consider the picture in the ZX-plane of the camera, since the ZY-plane will be the same (figure 8). 

Figure 8 – Points in one of the camera planes 

Using this matrix, we obtain the spatial coordinates of the points in the reference frame of the camera 
taking into account the rotation: 

'
0 2 0

'
1 2 1

*

*

k

k

T M T

T M T




(12)

where ' '
0 1,T T  – spatial coordinates of the points in the second device reference frame. 

Knowing the internal camera parameters one can calculate the visible angle of the points: 
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where 0t , 1t  – image points coordinates; 

cx  – principal point x coordinate; 

xf – focal length. 

Let’s calculate the line L  length: 

2 2
1 0 1 0( . . ) ( . . )xL T x T x T z T z    (14)

Angle  : 
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Knowing that the angle at vertex 1T  equals   , having considered triangles, 0 1KT T  и 1 1KT , we can 

calculate angle  : 

12x x x

     (16)

Knowing the   angle and using the sine theorem one can calculate the length of the D  line: 

*sin( )

sin( )
x x

x
x

L
D




 (17)

And knowing D  and angles to the points, one can calculate all the three displacements of the cameras 
relative to the second device reference frame: 
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Thus, we fully know the position of the camera of the first device (dock) relative to the second (AUV). 
e) Finding the angle of the mutual course. It remains to figure out how to initially determine the

angle of the mutual course _k ang . 
This is done using the above model. At one point, the assumption is made about the X and Y 

displacements of the camera coordinate system relative to the coordinate system of the second device. After 
that, the projection of two points on the frame with a zero angle of the mutual course and these displacements 
is constructed. The angle between the line between the projected points on the frame and the x-axis of the 
camera is considered, and the misalignment of this angle with the same angle of the screen points is 
considered. After that, by iteratively changing the value of the course angle, this mismatch is minimized. 

3.4. A method for determining the relative position of a set of points on an image 
Having in one image 4 or more points with known spatial coordinates relative to the dock reference 

frame one can state and solve the PnP-problem [9]. There are methods for solving the problem for a certain 
number of points [6,12], and methods that allow to solve the problem for an arbitrary number of points (more 
than four) with an arbitrary geometry [5,13]. 

The system uses the method proposed in [14], because it shows high accuracy, sufficient speed and 
robustness. 
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3.5. Rectification of the angle of the mutual course according to data from several television 
cameras 

The angles of roll and pitch with high accuracy is taken from the testimony of the inertial system or of 
the inclinometers and the angle of relative roll is determined directly according to the testimony of a television 
camera and is dependent on errors of location of the landmarks on the frame. 

After the mutual position of the devices with the use of several cameras is obtained, it becomes possible 
to clarify the angle of the mutual roll. And for a method that uses two points for calculation, after finding the 
angle of mutual roll, it is possible to refine the entire solution by restarting the method with the calculated 
angle. 

Consider the case where there are two cameras. More cameras can always be reduced to this situation by 
taking them in pairs. 

After the calculation there are to transition matrices from the reference frame of the dock (figure 3) to the 
coordinate systems of the cameras of the AUV 12 22,k kM M . 

Taking the coordinates of any of the points visible by the first camera 
1 2tP  and any point visible by the 

second camera 
2 2tP  we can get their coordinates in the camera coordinate systems: 

2 1 12 2 2

1 2 22 1 2

*

*
t k k t

t k k t

P M P

P M P




(19)

The same coordinates can be obtained in a different way knowing the transition matrix between the 
cameras: 

1
1 2 1 2*k k k kM M M (20)

where 1 2,k kM M  – transition matrices from the AUV reference frame to their cameras reference frames. 

The resulting formula is: 

' 1
12 1 2 12 1 2
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21 1 2 22 2 2
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(21)

So, we have two points whose coordinates are calculated in two different ways: ( 1 2t kP  and '
12kP ) 

relative to the first camera reference frame and ( 2 1t kP  and '
21kP ) to the second camera reference frame. 

The distance between the points can be written as follows: 

'
12 1 2 1 2

'
21 2 1 2 1

t k t k

t k t k

D P P

D P P

 

 
(22)

The smallest of these distances will show which camera has a more accurate calculation of the relative 
position. 

Further, for this camera, by adjusting the angle of the mutual course of the devices, the minimum value D 
is found, at which the course will be adjusted optimally. 

4. Computer model for the study of the methods
A computer model was developed to study the system and methods for determining the relative position 

of underwater vehicles using television cameras and light landmarks. The model is written in C++ using the 
Qt library. 

The graphical interface for working with the model is shown in figure 9. 
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Figure 9 – The graphical interface for working with the model 

The computer model allows one to set different landmark configurations, camera locations and 
parameters. It visually simulates frames from cameras with landmarks and other objects of the scene. The 
model allows one to introduce different bias in the original data (pixel coordinates of points, the roll and pitch, 
etc.). Allows one to test methods, both manually and automatically.  

5. Accuracy characteristics of the methods 
Accuracy characteristics, speed and stability of PnP-methods, including those used in the presented 

system, are studied in detail in [14]. Therefore, for the two methods used in the system, tables of dependence 
of the accuracy of the method on the pixel error of the screen coordinates of landmarks at different distances 
are given (tables 1-4).  

Table 1. Method 1, 10 meters 

RMS error, 
pixels x, m y, m z, m Ax, Ay, Az, 

0 0,000 0,000 0,000 0,000 0,000 0,002 

1 0,007 0,007 0,046 0,000 0,000 0,335 

2 0,015 0,013 0,091 0,000 0,000 0,463 

3 0,026 0,026 0,146 0,000 0,000 1,386 

4 0,048 0,033 0,235 0,000 0,000 1,456 

Table 2. Method 1, 3 meters 

RMS error, 
pixels x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,002 

1 0,001 0,002 0,006 0,000 0,000 0,090 

2 0,001 0,004 0,008 0,000 0,000 0,209 

3 0,004 0,006 0,017 0,000 0,000 0,203 

4 0,005 0,007 0,018 0,000 0,000 0,410 
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Table 3. Method 2, 10 meters 

RMS error, 
pixels x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,000 

1 0,019 0,018 0,136 1,371 1,343 1,003 

2 0,036 0,029 0,259 2,533 2,758 1,808 

3 0,054 0,052 0,386 4,797 3,923 3,309 

4 0,072 0,053 0,464 5,353 5,190 3,905 

Table 4. Method 2, 3 meters 

RMS error, 
pixels x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,000 

1 0,001 0,001 0,006 0,398 0,383 0,287 

2 0,001 0,001 0,013 0,926 0,734 0,629 

3 0,002 0,002 0,021 1,330 1,114 0,954 

4 0,003 0,003 0,025 1,661 1,354 1,129 
 

Method 1 is a method described in the article that works on 2 points and on the given angles of roll and 
trim, Method 2 is a PnP method that works on at least 4 points.From these tables it can be seen that the 
method 1 gives smaller errors than the method 2. 

 

6. Conclusion 
The presented system makes it possible to determine with high accuracy the mutual position of 

underwater vehicles at distances at which special light landmarks are visible for the television cameras. 
The method of determining the relative position by two points on the television frame and two known 

angles of orientation of the vehicle (obtained from the navigation system with high accuracy) showed better 
results in accuracy than the classical PnP-methods. Due to the need to find only two points on the television 
frame, it can be used in various systems to find the position of a device relative to a scene with a small number 
of features with known geometry. 

Refinement of the angle of the mutual course using data from several television cameras showed good 
results in improving the accuracy of the studied methods. If one has multiple cameras without specialized 
methods of finding the position it can help to refine the solution obtained by the cameras. 

The computer model developed for the study and testing of this system has turned out to be quite 
universal and can be used in the future to test other similar methods or systems. 

The conducted offshore field tests of the system showed high accuracy of measurements of the 
coordinates of the AUV relative to the carrier (sufficient to perform the automatic docking). During the tests, 
for the first time in the Russian Federation, an AUV was landed on an underwater carrier in an automatic 
mode. 
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Abstract 
The causes of accidents on autonomous underwater vehicles when they overcome super-long crossings 

are considered. It was found that the causes of accidents may be the apparatus’s getting into dangerous zones: 
increased shipping zones, fishing net setting zones, shallow sea zones with complicated uneven relief, ice drift 
zones, garbage “island” zones, current zones and underwater volcanoes. To avoid accidents, it is necessary to 
identify and classify the apparatus in hazardous areas, which was not previously considered. 

An analysis of the causes of emergencies in hazardous areas has been carried out, signs have been 
identified by which emergency situations can be detected, and means capable of detecting these signs. As a 
result of the analysis, it was revealed that the sources of information about the apparatus’s entry into the 
danger zone are: means of lighting the situation that can detect icebergs, garbage "islands" and fishing nets; 
the navigation subsystem, which allows to detect strong currents and eddies; and the subsystem of the main 
propulsion and steering complex that compares the parameters of the position of the rudders and the rotation 
of the propellers with the navigation data and the results of predicting the behavior of the device using a 
mathematical dynamic model. 

Identified the signs by which it is possible to carry out the classification of pre-emergency and 
emergency states of the device. 

To implement in-depth analysis to identify signs of emergency situations, it was proposed to use the 
AUV hardware control subsystem due to its relative computational underload and direct control of emergency 
vehicles. 

The results of the analysis make it possible to foresee in the algorithms for processing information 
arriving at the inputs of the apparatus’s subsystems, identifying and classifying previously unresolved 
features: fishing nets, garbage islands, currents, etc., and also taking them into account, along with traditional 
ice detection, additional information on the area of increased shipping, etc. All this contributes to the trouble-
free navigation of the AUV, including over long distances. 

Keywords: autonomous uninhabited underwater vehicle, accident, danger zone, detection, classification. 
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Introduction 
The increasing complexity of tasks with the use of autonomous underwater vehicles (AUV) [1-2] led to 

the use of modern technologies and energy sources [3], which are often unsafe in the event of emergency 
situations on AUV. The occurrence of an emergency can lead not only to economic losses caused by the 
flooding of the AUV and its subsequent search and recovery, but also to the leakage of chemically hazardous 
substances and even to an explosion. This, in turn, may entail both environmental consequences associated 
with marine pollution and human casualties. In this regard, the safety issues of AUV are relevant. 

A feature of the emergency subsystem is the flow of information from external and internal subsystems 
and sensors into the AUV control system, in which the integrated assessment of the possibility of an accident 
occurs, its classification and issuing control commands to prevent or eliminate the accident [4]. 

With the centralized organization of the control system, information from the systems and sensors about 
the pre-emergency and emergency states goes to the center, which, in turn, according to the results of the 
analysis of the received information, issues commands to emergency means of the AUV. 

A more modern approach to building a control system is a hierarchical approach, in which a control and 
alarm system is formed. At the top level of the hierarchy, decisions are made based on the development 
scenarios provided by the mid-level control and alarm system, based on data supplied by sensors and lower-
level systems [4]. 
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However, today one of the promising approaches to building a control system for complex AUV is a 
multi-agent approach, in which each subsystem of AUV has its own agent [5-7]. Agents perform the functions 
assigned to them and within these functions independently make decisions. Each agent communicates only 
with those agents from whom he receives the information necessary for decision-making and with whom he 
must issue the decisions or commands made by him. 

A feature of the functioning of the emergency subsystem is the collection of data on the state of the 
hardware of all AUV subsystems, data from sensors of its internal state and the state of the environment, their 
processing and transmission of control commands to the AUV subsystems. Therefore, in order to determine 
the approach to the implementation of the emergency subsystem in the multi-agent control system of AUV, 
we will analyze possible options for the occurrence of AUV emergency conditions. 

As a result, to ensure trouble-free operation of the AUV, there is a contradiction between the need to 
collect data from all subsystems of the AUV, on the one hand to conduct an integrated assessment of the state 
of the AUV, and the distributed functioning of the subsystems-agents of the AUV multi-agent control system, 
on the other hand. 

The goal was to form the work of the emergency subsystem of the AUV in the control system of the 
AUV based on multi-agent technology. 

To achieve the goal in work the following tasks were solved: 
 analysis of the causes of accidents on the AUV; 
 analysis of information from sources about the detection of signs of pre-emergency and emergency 

situations; 
 the analysis of the influence of the pre-emergency state of the AUV on the work of its subsystems; 
 a list of tasks assigned to the emergency subsystem; 
 an analysis of the features of the multi-agent control system of AUV was conducted; 
 proposed an approach to the implementation of the emergency subsystem in the multi-agent control 

system of the AUV with the characteristics of its operation. 

1. Causes of AUV emergency situations 
The most severe consequences of accidents include: flooding of AUV with the lack of information about 

the site of flooding, the release of environmentally hazardous substances, loss / damage to equipment, damage 
to the building of AUV and its subsequent flooding, equipment displacement, fires, etc. There is a reasonably 
close causal relationship between “hazard factors — causes — effects”. The degree of accuracy of forecasting 
the development of events in the event of a threat of emergency situations depends on the completeness of 
information about causal effects during the operation of the AUV. The need for such a forecast is due to the 
need to find a rational solution to anticipate the occurrence of emergency situations or minimize the 
consequences. Consider the causes of emergency situations. 

On the AUV they can be both external and internal. 
External causes are caused by ingress of the AUV in areas of potential danger to the AUV. These zones 

are [8-10]: 
 areas of increased shipping; 
 zone setting fishing nets; 
 zones of the shallow sea with a complex uneven relief; 
 ice drift zones; 
 zones of garbage islands; 
 zones of currents and volcanoes. 
A prerequisite for avoiding the occurrence of emergencies is the construction of a route to bypass areas 

that represent a potential danger to the AUV. However, during the movement of the AUV according to the 
route assignment, a deviation from the specified route is possible (accumulation of positioning errors, the 
impossibility of conducting a timely observation), the AUV may be in the danger zone. In addition, the 
boundaries of the danger zone may move over time (during the mission) or untimely marked on the sea map. 

As a result, the AUV may be in the zone of increased risk of an emergency situation on the AUV. 
Thus, the movement of AUV in the zone of increased shipping can lead to a collision with other vessels, 

resulting in possible damage to the AUV skin and violation of the integrity of the hull, its depressurization, 
displacement of the AUH internal equipment, fire, fire, explosion, flooding of the AUV. 

Fishing nets, which are particularly abundant along the coastline, can be a serious source of accidents for 
the AUV [9]. Moreover, the fishing net can be wound up on the propulsion unit, so the AUV itself can also get 
into it [11]. The reason for entering the fishing net may be a low speed of the AUV and the low power of the 
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sonar that can detect fishing nets only at small distances, since any sound impulse that falls on it dissipates. In 
addition, even if the sonar detects the fishing net ahead of the course, the low speed of the AUV (4-5 knots) 
does not allow an accurate maneuver to evade the detected objects, especially if maneuvering occurs against 
the current. In addition, the current may catch fishing nets and other debris on the AUV. 

Another source of an accident after fishing nets may be garbage "islands", which can grow due to the 
characteristics of currents. The danger of getting into such a region is due to the movement of AUV in a 
heterogeneous medium with a high density, some fragments of which can lead to entanglement and sticking of 
the body of AUV, as a result of which it can become uncontrollable. 

An emergency situation can occur in the ice region: the presence of ice crumb can damage the hull and 
propeller blades, slow down the course of the AUV, and the presence of drifting icebergs can lead to a 
collision with them. 

It is possible for the AUV to enter the zone of whirlpools and currents that move in a certain direction 
and direction [9]. Another cause of accidents can be underwater volcanoes: when a volcano erupts, methane is 
released, resulting in a huge gas bubble rising to the surface of the water, capable of provoking the failure of 
the AUV to the beyond depth [9]. 

In the absence of designation on the map of derricks installed on the seabed, or deviation of the AUV 
from the route, collision with them is also possible. 

A separate cause of an emergency may be the attack of giant squids or sharks, which has already 
happened in practice [9]. 

But even in the absence of serious external causes, in the course of the mission, technical malfunctions of 
the AUV hardware may arise, or natural phenomena may provoke or aggravate them. It is not so important 
whether there was a technical failure due to external or internal reasons. Therefore, along with identifying 
external causes, constant monitoring of the technical state of the hardware of all subsystems of the AUV is 
necessary. This is done by an automated diagnostic system (ADS). 

The description of possible situations that could lead to an accident allows us to analyze which sensors 
and with what information we can prevent the occurrence of an AUV accident. 

2. Sources of information to prevent the occurrence of an accident 
Since an emergency situation is characterized by deviations in the functioning of the AUV from normal 

operation, in order to prevent an accident, it is necessary to monitor the state of the AUV hardware [12–22]. In 
order to know what exactly to control in terms of the causes of the accident (breakdown of the hull, etc.), their 
occurrence and in terms of consequences, it is necessary to consider the sources of information by which the 
causes of accidents of the AUV can be classified. 

These include: 
 means providing the emergency system with environmental data (presence of icebergs, garbage 

“islands”, currents, fishing nets, etc.) that could lead to an accident; 
 means providing the emergency system with data on the internal state of the AUV, which may change 

both as a result of the operation of the AUV hardware and as a result of the appearance of external causes 
leading to the accident. 

Sources of environmental information can be obtained primarily from the agent of the situation lighting 
subsystem (SLS). 

SLS, which may include, for example, an active-passive sonar, ice thickness meter, provides: 
 target detection - mobile and immobile; 
 classification of detected targets; 
 periodic diagnostics of the subsystem hardware and software. 
SLS provides detection of various obstacles by detecting the presence of other vessels within a radius of 

about 4 km with a reliability of 99.9%, and their identification [23], as well as more complex obstacles such as 
fishing nets, drilling rigs and other bottom structures. As a rule, sonars are installed in the forward part of the 
AUV, while they scan the space ahead of the course. With a passing current, the aft part can be in the dead 
zone of the sonar, and then the network can be thrown over the AUV. In this regard, it is advisable to use 
antennas that provide all-round visibility. 

Additionally, information on the location of civil courts, formed by Automatic Identification System 
(AIS), can be used. 

Another important source of information for detecting an emergency is the navigation subsystem agent. 
Navigation subsystem (NS) is designed to develop its own coordinates and motion parameters of AUV 
(course, speed, depth, angles of heel and trim) and forecast the current deviation from a given route. The 
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composition of the NS may include, for example, inertial navigation system (INS), which forms the 
coordinates of the AUV as a result of the reckoning of the path; hydroacoustic (absolute) lag (GAL), 
measuring the components of the speed of the AUV; relative lag, measuring the speed of the AUV relative to 
the flow; depth gauge; echo sounder, measuring the depth under the keel. 

The agent of the navigation subsystem allows to detect the flow. The presence and rate of flow can be 
measured by calculating the difference of the data obtained from the absolute and relative lags, as well as the 
number and observational position of the AUV. Determining the presence of a current, its direction and width 
makes it possible to assess the approach of the AUV to dangerous zones and take timely measures to bypass 
these zones, as well as to take into account the choice of movement parameters along a given route. 

Another source of information is the agent of the subsystem of the marching propulsion complex (MPC) 
in the event that the response to the commands given to the propulsion team do not correspond to the required 
movement parameters. Data MPC can be used in conjunction with navigation data and the results of 
predicting the behavior of the AUV when submitting certain control commands. To assess the adequacy of the 
MPC response to the commands given, it is advisable to use a mathematical dynamic model, as was done, for 
example, when diagnosing a distributed computer network [23,24]. 

The mathematical dynamic model takes into account that when the ANP moves in an infinite fluid, 
gravitational, mass, and hydrodynamic forces act on it, and it is possible to simulate all the main maneuvering 
modes of the AUV during normal operation: 

 movement at constant depth (balancing); 
 movement at constant depth with varying untrimming; 
 depth change maneuvers with automatic control of the bow horizontal rudders and stern rudders; 
 depth change maneuvers with automatic control of vertical thrusters; 
 maneuvers to change the depth when using equalizing-differential system; 
 maneuvers of change of course by transferring the feeding rudders; 
 course change maneuvers using lag thrusters; 
 maneuvers change course during acceleration, reverse and free coasting; 
 movement lag under lag thrusters; 
 joint control of marching and lag propulsion to hold at a given course and in given coordinates; 
 hang at the point. 
When using a mathematical dynamic model of AUV behavior in the event of an accident, one of the 

signs is the mismatch of the simulation results with the current values of the AUV motion parameters - the 
course, the components of the AUV motion speed, its roll and trim, immersion depth, angular velocities of roll 
and trim. If the analysis revealed a deviation of the current parameters from the calculated ones, then a 
decision is made on the inadequate functioning of the AUV. 

As an emergency can be considered situations involving: 
 with the failure of the stern rudders or the bow horizontal rudders (separately), 
 with the appearance of negative buoyancy and the need for its compensation. 
To prevent accidents can be used: 
 control of equalizing-differential tanks; 
 movement control with the help of bow horizontal rudders and stern rudders; 
 control of the speed of the course of the AUV; 
 AUV motion control using vertical and lag thrusters. 
Sources of information on the internal state of the AUV (ADS) 
Information about the state of the AUV hardware is transmitted as a result of ADS operation. ADS is 

designed for automatic and automated diagnostics of AUV at the operational stage, which guarantees the 
operability and reliability of AUV during the mission. 

ADS AUV solves the following tasks: 
 monitoring the functioning of the components and the AUV as a whole; 
 control of the technical state of the AUV hardware and software; 
 automated search of places of failures; 
 troubleshooting for recovery; 
 reconfiguration control; 
 control and accounting of the operating time of devices, individual units. 
The control of the technical condition (TS) consists in checking the compliance of the values of the 

parameters of the object of diagnosis with the parameters given in the technical documentation, and 
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determining on this basis one of the specified types of technical condition (good, efficient, inoperable) of the 
object of diagnosis at a given time. When assessing the type of vehicle used criteria and indicators of technical 
failure AUV. Checked the flow of data to ADS from instrumentation to determine the emergency and localize 
it. ADS has a built-in hardware self-diagnostics subsystem for all AUV systems. The self-diagnostic 
subsystem is based on regular data acquisition from sensors. In the event of termination of the receipt of data, 
it is assumed that there was a failure of the sensor or communication with the sensor. 

Since the diagnostics are ongoing, the emergency subsystem is constantly running. 
According to the aggregate data SLS, NS and MPC can be a classification of an emergency. According 

to the results of the classification, control commands are developed, for example, to perform a maneuver to 
circumvent an obstacle or to change the buoyancy of the AUV - to prevent an accident. In the event of an 
accident, control commands are developed for the use of emergency and other technical means, which are 
transmitted to the technical means control subsystem (TMCS). The TMCS  that are not included in other 
systems. 

Such systems and devices, for example, may be: 
 equalizing system, 
 lifting and mast device; 
 device of return of emergency ballast; 
 power distribution device; 
 emergency facilities (hydroacoustic beacon-responder, light-signal subsystem). 
The task of classification by the apparatus of the emergency and emergency situations will be considered 

in more detail. 

3. Classification of objects - potential sources of emergency 
The classification of objects - potential sources of an emergency is made according to a number of signs 

formed using information obtained from the subsystems-agents of the AUV. 
Classification of entanglement in the fishing net can be carried out on the combination of the following 

characteristics: 
 detection by the SLS agent of the fishing net (usually at short distances); 
 the discrepancy between the current position of the AUV and the position determined by a previously 

developed mathematical dynamic model; 
 the absence of a change in the position of the AUV (according to the navigation subsystem) when the 

propulsion unit is running 
 the lack of compliance of the real movement of the AUV with the results of dynamic modeling of the 

motion of the AUV with the same control commands and the parameters of the propulsive-steering complex. 
The classification of an AUV into a “garbage island” can be performed by detecting a garbage “island” 

by means of SLS, since the density of the garbage island differs from the density of water and has 
characteristic signs of signal scattering by heterogeneous fragments. Obviously, after the discovery and 
classification of the garbage island, the SLS will look for ways to bypass it. If, nevertheless, the AUV is in the 
“environment” of this garbage “island”, then there will be an obvious discrepancy between the commands sent 
to the marching propulsion and steering complex and the AUV motion parameters, as can be seen by 
comparing the actual motion parameters of AUV with simultaneous mathematical modeling of dynamic 
behavior AUV using mathematical dynamic model. 

Getting into the trash can of the AUV “island” can cause deformation of the AUV body or damage to it. 
As a result, a leak may occur, water will begin to flow into the AUV, as a result of which a change in the 
AUV trim may occur, due to an increase in buoyancy, the depth of the AUV immersion will change. All this 
will receive data from pressure and humidity sensors, which will show the deviation of indicators from the 
norm within the AUV. The movement of the AUV will slow down to a full stop of the AUV with the propeller 
running. There will also be a clear discrepancy between the current parameters of the movement of the AUV 
and the results of mathematical modeling of the dynamic behavior of the AUV. 

Scrapping fragments on a screw or handlebars can be recognized: 
 according to the discrepancy between the speed of rotation of the propeller and the speed of movement 

of the AUV; 
 propulsion overheating (in case of winding on the screw or its jamming); 
 changes in buoyancy in case of hanging garbage on the rudders and inadequate reaction of the AUV to 

the shifting of the rudders. 
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Inadequate behavior of the AUV is estimated using additional data on the parameters of the MPC 
propellers and steering wheels. 

When the AUV moves in ice conditions, the ice crumb hits the propeller blades and, as a result, its 
efficiency can be reduced by comparing the behavior of AUV with a dynamic model. Damage to the hull can 
be identified according to the internal sensors in the AUV chassis: changes in pressure, temperature, humidity. 

As a result of these factors, an emergency situation may occur on the AUV. Data about it will come from 
sensors and subsystems. 

If an accident does occur, it is necessary to classify it in order to perform certain actions in accordance 
with the prescribed instructions. 

An accident in the marching propulsion and steering complex subsystem can be classified as a result of 
analyzing the root cause of an accident, and its influence on the functioning of the AUV - based on a 
comparison of the actual motion parameters of the AUV and the parameters obtained from the results of 
mathematical modeling of the AUV dynamic behavior. 

In addition to the listed signs of external character, a combination of external and internal characters is 
possible. 

The failure of the energy supply subsystem is determined by internal sensors and parameters of devices 
and units of the power supply subsystem. 

The failure of the main propulsion and steering complex can be generated by both external factors and 
internal ones. The external factors include the ingress of the AUV in an unfavorable environment - in an ice 
area, in the "trash island", in the fishing net. The internal factors include the abnormal work of the propulsion 
unit and the rudders, the lack of execution of the specified commands, or the impossibility of stabilizing the 
set position. At the same time, internal causes may be the result, including external causes, but - not 
necessarily. 

Failure of the central on-board computer can be caused, most likely, by internal causes of the electrical 
network or overflow of resources of the central on-board computer - lack of memory, speed, etc. In addition, a 
malfunction of the central on-board computer can also be caused by increased temperature and humidity in the 
corresponding compartment, which should be clear from the data of these sensors. 

The deviation of the AUV from the route trajectory to an unacceptable distance can be caused primarily 
by an increase in the error when calculating coordinates in the INS, the impossibility of conducting a timely 
observation, and also - the influence of external factors - drift by a current, falling into a large funnel, a forced 
deviation from the route trajectory (for example, to avoid obstacles) and the inability to return to it; 

The ingress of the AUV into the fishing nets may be due to the inadequate detection range of the fishing 
net due to a low-power sonar or a net falling into the dead zone of the sonar, as well as the weak maneuverable 
characteristics of the AUV. For example, an attempt to bypass detected fishing nets may fail due to: 

 weak maneuverability characteristics of the AUV; 
 currents whose speed is comparable to the speed of the AUV; 
The failure of equipment related to the payload depends, of course, on the nature of the payload, so in 

general, there can be a wide variety of causes, both internal and external. 
Based on the specified features of the work of the emergency subsystem, let us proceed to consider the 

organization of its work as part of the management system of the AUV, built on a multi-agent basis. 

4. Feature of multi-agent control system 
The representation of the AUV control system as a multi-agent subsystem [5-7] is based on the allocation 

of subsystems in the control system, the main ones of which are (Figure 1): 
 mission planning subsystem; 
 subsystem lighting situation; 
 navigation subsystem; 
 subsystem hydroacoustic communication; 
 radio communication subsystem; 
 control subsystem of the propulsion and steering complex; 
 power supply subsystem; 
 subsystem control of technical means. 
Each subsystem of the AUV control unit is an agent (Figure 1).  
When using multi-agent technology in the control system of the AUV, the agents are the subsystems of 

the AUV control system (CS), which are inherently rational components whose characteristic features are: 
 autonomy, i.e. the ability to act independently, controlling their actions and internal state; 
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 activity, i.e. the desire to achieve their goals; 
 reactivity, i.e. adaptive behavior as a reaction to external influences; 
 social behavior, i.e. interaction with other agents to reach agreed decisions; 
 ability to self-study. 

 

 
Figure 1 – Scheme of multi-agent control system 

The multi-agent approach consists in the representation of each subsystem as an independent agent, 
making certain decisions depending on the current state and the conditions that have developed by the present 
moment. Each agent independently makes a decision regarding its actions, based on the information coming to 
it and the algorithms in place. The flow of information occurs as a result of mutual exchange between agents. 

The operation of the multi-agent control system of AUV in the process of accomplishing the mission of 
moving AUV from one point to another is carried out as follows. 

During the movement of AUV according to the data of motion sensors, the agent of the navigation 
subsystem constantly evaluates the numerical path, which it then recounts in absolute coordinates of AUV. 
AUV coordinates are transmitted to the route agent to estimate the AUV deviation from the route path. At the 
same time, the agent of the “power supply subsystem” constantly undergoes an assessment of the sufficiency 
of the remaining energy resource to fulfill the mission, taking into account the current energy consumption at 
the current speed limit of the AUV. The agent of the “power supply subsystem” compares the required volume 
of energy with the remaining one. If the remainder is close to its minimum, the agent of the “energy supply 
subsystem” calculates alternative movement options (reduction of electricity consumption by the AUV 
subsystems, reduction of the speed of movement, reduction of the route of movement) and gives the most 
suitable option to the mission planning agent. If one of the proposed options is adopted, then commands are 
issued to the relevant subsystems, for example, to reduce the propulsion speed - to the propulsive-steering 
subsystem, to reduce the radiation power - to the subsystem of situation lighting, etc. 

From the above description, it follows that the subsystems-agents during the operation of the AUV 
communicate with each other, and each agent receives exactly the information that is necessary for it to 
function and make decisions. Accordingly, each subsystem-agent transfers the generated solution only to 
those agents who need it. 

5. Implementation of the emergency subsystem 
To organize the work of the emergency subsystem in a multi-agent control system, we consider three 

alternatives: 
 formation of an additional agent; 
 distribution of functions of the emergency subsystem by the existing subsystems-agents; 
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 placement of the emergency subsystem on one of the agent subsystem. 
The approach associated with the creation of an additional agent of the emergency subsystem is 

inexpedient, since this specially created agent, in essence, will duplicate the functions of other subsystems in 
collecting and transmitting information. 

The approach associated with the distribution of the function of the emergency subsystem among other 
subsystems of the AUV agents, will not allow to form an integral assessment of the emergency situation, 
based on the entire set of data obtained from all AUV systems. The third approach is to assign the functions of 
the emergency subsystem to one of the existing AUV subsystems, but this approach requires a weighted 
decision. This agent will always be in the active state, since the diagnostics of the state of the hardware is 
constant, even if the external environment does not create the prerequisites for the occurrence of an accident. 

The approach associated with the placement of the emergency subsystem on one of the agent subsystem 
requires additional analysis of the AUV subsystem in which the placement of the emergency subsystem is 
advisable. The use of SLS is impractical because SLS is overloaded with data processing from hundreds of 
nose antenna sensors. The use of NS is also impractical, since the NS conducts a temporary processing of 
incoming data, their filtering, smoothing, integration of information coming from dissimilar in physical 
means. 

It is inexpedient to use MPC, since it constantly tunes the parameters of the automated control system. 
TMCS remains, and the use of TMCS seems most appropriate. 
Of all the considered systems, only the TMCS has the by technical means control commands without in-

depth analysis of their control and information processing. This is done by other systems - SLS, NS. In the 
TMCS, information from the sensors is not processed, except for the mast lift angle, etc. The TMCS is, in fact, 
an assistive system that is not burdened with complex analysis and decision making. In addition, the TMCS is 
engaged in the control of technical equipment that is not used in other subsystems. 

Thus, the rise of the mast device occurs, for example, to ensure radio communications, a change in the 
water level in the leveling trim tanks occurs, for example, to change the buoyancy of the AUV, the light 
signaling system is turned on - to highlight the AUV and facilitate its visual tracking. Thus, the PUTS is most 
suitable for implementing an emergency subsystem in it. 

When ADS is implemented in ITU, the status of all hardware of the AUV agent subsystems will be 
transferred to TMCS for ADS. 

In addition, to obtain an integrated assessment of the emergency and emergency situations of the AUV, it 
is necessary to carry out the integration of external information from the subsystem agents. 

Interaction with other agents-subsystems with which interaction was not previously provided, can be 
organized according to the existing protocols of information and technical interaction with subsystems with 
which other agents communicate - subsystems. 

Thus, if all the information pertaining to pre-emergency and emergency situations is accumulated in the 
TMCS, then before the TMCS, along with the traditional control of technical means, additional nontrivial 
tasks will arise: 

 receiving data from state sensors inside the AUV enclosure (temperature, pressure, humidity, etc.) in 
the AUV compartments; 

 obtaining the current parameters of the AUV based on the results of modeling the dynamic position of 
the AUV; 

 data acquisition from agents SLS, NS, MPC; 
 integration of all received information to identify signs of a pre-emergency and emergency situation; 
 classification of pre-emergency and emergency situations (fishing nets, garbage “islands”, icebergs, 

volcanoes, whirlpools) and the state of the external environment (ice conditions). 
As a result, the work of the emergency subsystem in the composition of the TMCS is as follows. 
When data is received from the sensors of the internal state of the AUV that do not meet the standards, 

the state of the AUV is classified as abnormal. 
When receiving signs of malfunction of individual devices from the subsystem-agents, the emergency 

subsystem of the TMCS first solves the problem of criticality of the failure of the device or element. If the 
failure is not critical, then the emergency is not registered, if critical, then the possibility of reserving and 
reallocating resources is assessed. 

If this did not help or is impossible, or if all possible reserves are exhausted, and: 
 AUV is not able to move; 
 the central computer failed; 
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 AUV sinks; 
 AUV turns over (overturns); 
 AUV is not controlled; 
 a fire or explosive situation has occurred; 
 оne of the elements of MPC has failed; 
 the external environment is defined as unfavorable (ice, fishing nets, etc.), 

then the PUTS solves the classification problem, identifying the type and source of the accident. 
According to the results of the classification, a decision is made in accordance with ready-made scenarios 

of actions performed. The entire analysis of the pre-emergency is aimed at trying to eliminate them, and if it 
fails, then to allocate, for example, six types of emergency situations, each of which has clear instructions on 
how to turn on the relevant emergency equipment: 

1) failure of the power supply subsystem; 
2) failure of a marching propulsion and steering complex; 
3) failure of the central on-board computer; 
4) deviation from the route trajectory at an unacceptable distance; 
5) getting the AUV in fishing nets; 
6) failure of equipment related to payload. 
What to do in each of these situations is prescribed in advance in emergency scenarios. There is a 

development of control commands that are transmitted to the relevant technical subsystems in the pre-
emergency situation. For example, if, nevertheless, the AUV gets entangled in the fishing net, then with the 
help of special algorithms and devices, he independently tries to free himself and continue the mission. The 
elimination of collision or grazing of these structures with the hull is possible due to a sharp AUV maneuver 
to the opposite course with a decrease in the speed of movement. 

Conclusion 
Based on the analysis of the causes of accidents at the AUV and sources of detection of the occurrence of 

accidents in order to take timely measures, the analysis of the features of the multi-agent control system of the 
AUV - the implementation of the emergency subsystem as part of the technical control subsystem is proposed. 

This allowed, in turn, to resolve the contradiction between the collection of information from all AUV 
subsystems and the peculiarity of the implementation of the multi-agent approach, in which the functioning of 
AUV subsystems is distributed. 

The organization of the work of the emergency subsystem and the list of tasks assigned to it are defined. 
Such an organization of the emergency subsystem as part of a multi-agent control system provides: 

 rejection of the formation of a special agent allows you to use the existing contacts with other 
subsystems. 

 the ability to transfer data to other subsystems-agents in accordance with the same protocols as other 
subsystems for functional purposes, that is, nothing new needs to be developed. 
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Abstract 
The aim of this work is to analyse the limits of applicability of various deep reinforcement learning 

algorithms and study the methodology of object models integration into deep reinforcement learning 
framework in the task of designing autonomous underwater vehicle control systems. This work is concerned 
with existing approaches of designing autonomous mobile robot control systems, analyses deep reinforcement 
learning methods and frameworks that implement these algorithms. 

Keywords: deep learning, neural networks, reinforcement learning, AUV, autonomous robot, robot 
control. 
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1. Introduction 
Despite the tremendous advances in the field of automation, there are still spheres of human activity, the 

automation of which is either extremely inefficient or not at all possible when seemingly very simple 
operations (which any unqualified personnel can easily cope with) cannot be automated at all. Many of these 
“automation-free niches” could be filled with highly adaptable and autonomous mobile robots (MR).  

“Intellectualization” of MR is one of the most important direction of development of MR. This term here 
means increasing the level of MR adaptability to complex rapidly changing external conditions or increasing 
the degree of independence (autonomy) of the process of MR functioning from a human operator. With 
increasing degree of autonomy of the MR, the control of the robot is simplified, the negative influence of the 
human factor decreases, and the overall effectiveness of the use of MR increases. The main difficulties in this 
are to create algorithmic software that allows you to automatically control the movement of robots. 

Taking into account the success of deep learning algorithms in various poorly formalized tasks, it was 
decided to analyze and compare different approaches (both on the basis of neural networks and classical non-
neural networks) for designing of algorithms of autonomous MR control.  

Thus, the urgency of the task of creating MR control system algorithms based on deep neural networks, 
on the one hand, is determined by the demand for autonomous MR, on the other hand, by the lack of efficient 
algorithms capable of solving a poorly formalized autonomous control problem for autonomous MR in 
various environments. 

2. Analysis of approaches of autonomous robotic systems design 
The most relevant approaches for designing autonomous robots control algorithms are the following: 
 evolutionary algorithms [1]; 
 fuzzy logic [2]; 
 formal approach; 
 reinforcement learning [3]. 
The mentioned approaches are considered in order to identify the best for solving an autonomous MR 

control problem by the following criteria: 
 formalization complexity; 
 ability to work in an unknown environment; 
 application complexity; 
 demands on computing resources. 
Formalization simplicity is the most important criterion, since the main task is to simplify the existing 

methods for creating control algorithms. Work in a previously unknown environment is provided by the 
generalizing ability of the algorithm. The criterion of complexity of the application determines the complexity 
of the reproduction of the algorithm for new initial conditions and configurations of the robot. The criterion of 
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requirements for computing resources directly affects the cost of applying the chosen approach. The results of 
the comparison of the approaches are presented in table 1. 

Table 1. Comparison of approaches to the creation of control systems 

Criterion Fuzzy 
logic 

Formal 
approach 

Reinforceme
nt learning 

Evolutionary 
algorithms 

Formalization 
complexity 

High  High Low Medium 

Generalizing 
ability 

No No  Yes Yes  

Labor costs Medium High Low Medium 

Requirements 
for computing 
resources 

Low  Low Medium High 

In the evolutionary approach and reinforcement learning, takes place abstraction from the physical 
characteristics of the agents, because of which the labor costs of creating control algorithms for complex 
systems, i.e. on formalization, are reduced. Also, due to the fact that these methods do not use the description 
of a specific task, but only a function that contains general aspects of the algorithm, the algorithm itself has a 
large generalizing ability. For the work of evolutionary methods requires the simulation of a variety of 
agents, which greatly increases the requirements for computing resources. Describing the objective function 
in evolutionary methods and in learning with reinforcement is a simpler task than describing the dynamics 
and kinematics of a system. However, if we compare evolutionary algorithms and training with 
reinforcement, encoding the agent's genome in evolutionary algorithms is incomparably harder. In 
connection with the foregoing, the best of the considered approaches on the selected criteria is reinforcement 
learning. 

3. Reinforcement learning 
Reinforcement learning is one of the methods of machine learning, during which an agent (robot) learns 

by interacting with a certain environment. The agent actions at transfer the environment to the new state xt and 
the agent receives from the environment some reward rt or punishment in accordance with the reward 
function. The reward function defines the goal in the reinforcement learning process and is essentially a 
correspondence between environmental states and a number, reward showing the desirability, value of the 
condition. As a function of reward, there may be, for example, the distance from the robot to a certain point in 
space; the height of the top point of the walking robot (indirectly reporting that the robot did not fall); battery 
charge onboard battery. In this class of methods, much attention is paid to encouraging or punishing not only 
current actions that directly led to positive or negative reinforcement, but also those that preceded them. 
Therefore, the objective function is the sum of reinforcements over a certain interval of space, for example, 
total reinforcement for traversing a certain length. While the reinforcement function determines the direct, 
characteristic desirability of the state of the environment, the objective function detects the long-term 
desirability of the states after taking into account the states that follow the current one, and the reinforcements 
corresponding to these states. For example, a condition may entail low direct reinforcement, but it will have a 
very positive effect on the total score, because it is regularly followed by other conditions that bring high 
reinforcement. The only goal of the agent is to maximize the total reinforcement (objective function) that he 
receives in the course of long work. 
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Figure 1 – Scheme of reinforcement learning 

4. Comparison of reinforcement learning algorithms 
Following reinforcement learning algorithms with analog control were selected for conducting an 

experiment:  
 DDPG [4]; 
 PPO [5]; 
 TRPO [6]. 
And also 4 algorithms with discrete control: 
 CEM [7]; 
 DQN [8]; 
 Dueling DQN [9]; 
 SARSA [10]. 
Experiments were conducted to compare reinforcement learning algorithms. Experiments for discrete and 

analog controls were separated. This separation due to existing different methods for 2 types of control. Task 
of pendulum balance was solved for discrete control and task of double pendulum balance were solved for 
analog control. Both type of algorithms were compared by similar criterion. Speed of learning determine by 
best episode with maximum reward. The less this value, the more learning speed. Best result determines 
quality of algorithm. The higher value of this criterion, the better quality. Stability criterion determine 
overfitting degree. In case value is «Yes» then quality of algorithm didn’t decrease after reaching best value in 
experiment. Amount of learnings parameters affect on learning speed. The more parameters, the longer 
algorithm will learn. Table 2 was made by conducted experiments. 

Table 2. Comparison of reinforcement learning algorithms  

Algorithm Learning 
speed 

Best result Stability Amount of 
learning 
parameters 

CEM  2500  35  Yes  658  

DQN  80  200  Yes  658  

Dueling DQN 140  200  Yes  658  

SARSA  450  160  No  658  

DDPG  1500  2800  No  9000  

PPO  4200  7500  Yes  4485  

TRPO  3000  6200  Yes  4485  

According to the results of the experiment, it was established that DQN and Dueling DQN, which 
showed similar results, are the best reinforced learning algorithms for discrete control. The DQN algorithm 
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learned quickly enough - it took him 60 episodes less than the Dueling DQN, so we can conclude that the 
DQN algorithm is the best in this experiment. For analog control, the DDPG algorithm showed the highest 
learning rate, but its maximum result was 2.2 times less than the TRPO result, and 2.7 times less than the 
PPO result. The PPO and TRPO algorithms were not overfitting in 4500 episodes, while the DDPG began to 
overfitting immediately after its maximum value, after 1500 episodes. The best algorithms for analog control 
are the PPO and TRPO algorithms, if the major criterion is quality, and if the major criterion is learning 
speed, then DDPG better. 

5. Framework selecting for agent model and environment realization 
Reinforcement learning involves an agent which locate in an environment. Each step the agent takes 

action which return a reward and new state of the environment.  The agent performs a certain number of 
actions from the starting position (which in general is random), that make up one episode of the training. The 
natural goal of reinforcement learning algorithms is to maximize the total reward that an agent receives during 
interaction with the environment during an episode. Validation of algorithms can occur during test runs, when 
the parameters of the algorithms are fixed, and the environment conditions are as close as possible to the 
required ones. The methodology described above is implemented in frameworks and libraries for different 
programming languages. This paper will discuss about the most popular ones for the Python language. 

The selection of the toolkit will be based on the following criteria: 
 complexity of use for a new user; 
 a variety of built-on learning reinforcement learning algorithms;  
 a variety of different environments;  
 performance of implemented algorithms.  
The following frameworks are considered for agent and environment modeling: 
 OpenAI Gym + keras-rl; 
 RLlib; 
 TensorForce; 
 Intel’s Coach; 
The results of the comparison are presented in table 3. 

Table 3. Comparison of reinforcement learning frameworks 

Criterion OpenAI Gym 
+ keras-rl 

RLlib TensorForce Intel’s Coach 

Complexity Low  High Middle High 

Variety of 
algorithm 

Middle High Very high Very high 

Variety of 
environments  
and agents 

High High Very high High 

Performance High Very high Middle Middle 

The complexity of use was the highest priority criterion due to limited time. The complexity of use is 
made up of the volume of documentation, the number of different functions and their complexity, the 
presence of various examples in the network. RLlib and Intel’s Coach due to various optimization of 
computations are difficult to use in this work. OpenAI Gym in the keras-rl bundle has an advantage over 
TensorForce by this criterion due to the large number of examples in the network and the larger community. 

A variety of algorithms made possible to test different approaches to solving the same problem, but this 
is not a key criterion, since the objectives of this paper included testing only the basic, most popular 
algorithms. 

A variety of environments and agents made it possible not only to identify the features of the algorithms, 
but also to study more examples before implementing own model. At the moment, all of the considered 
frameworks have a large set of supported environments and agents, however, extensive research will be 
preferable to TensorForce. 
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The performance of the algorithms also strongly affected on the choice of the framework, since even the 
simplest agents, such as the inverse pendulum, learn a significant amount of time. Therefore, the possibility of 
using unstable algorithms in this work was rejected. As for the possibility of parallel computations in the 
RLlib library, this approach seems to be unreasonably difficult in this task. 

According to the results of the analysis, the best of the considered frameworks within the framework of 
this work is OpenAI Gym in conjunction with keras-rl. 

6. AUV model realization 
In this work, as an example, the MR is an autonomous underwater vehicle (AUV). The AUV 

mathematical model described below has five degrees of freedom. To simplify the model, we assume that the 
AUV has a torpedo shape. Device has five thrusters: 

 sustainer thruster (p. 1 fig. 2);  
 horizontal thruster (p. 2, 3 fig. 2); 
 vertical thruster (p. 4, 5 fig. 2). 

 
Figure 2 – Schematic image of the AUV 

Local coordinate system  rigidly connected with the AUV was introduced. The center of mass is the 
geometric center (see Fig. 3) and coincides with the center of the axes of coordinates. We denote all the forces 
acting on the AUV. All thrusters create traction forces (see Fig. 3). The traction forces of the rear propulsive 
thruster are applied to a point separated from the center of coordinates by l/2 in the negative direction and 
located on the y axis. Where l is the length of the AUV. The traction forces of the forward thrusters are 
applied to a point located on the Oy axis and spaced l / 2 in the positive direction. The resistance force Fc (1) 
is also applied to this point.  

сܨ ൌ ሻߠ௫ܵሺܥ ∗ ߩ ∗  ଶ  (1)ݒ

where C – dimensionless forward resistance coefficient; 
S(θ) –Midels cross-section area; 
ρ – density of water; 
V – velocity in S orthogonal direction. 
The gravity force mg and the force of Archimedes Fa (2) are applied to the center of gravity. 

ܨ ൌ  (2)  ܸ݃ߩ

where ρ – density of water; 
g – acceleration of gravity; 
V – AUV value. 
Also moments from these forces act to this system. 

 
Figure 3 – Schematic image of the AUV with forces acting on it 



291 

Make equations for forces and moments in vector form. (3, 4): 

Ԧܨ ൌ Ԧ௧_௩ܨ  Ԧ௧_ܨ  Ԧ௧_௩ܨ  Ԧ௧_ܨ  Ԧ௧ܨ  ݉ Ԧ݃  Ԧܨ   Ԧ  (3)ܨ

ሬሬԦܯ ൌ ሬሬԦ௧_௩ܯ  ሬሬԦ௧_ܯ  ሬሬԦ௧_௩ܯ  ሬሬԦ௧_ܯ  ሬሬԦ௧ܯ   ሬሬԦ  (4)ܯ

Make projections of the received equations on axes of coordinates (5, 6): 

ቐ
௫ܨ ൌ ௧_ܨ  ௧_ܨ
௬ܨ ൌ ௧ܨ െ ܨ

௭ܨ ൌ ௧_௩ܨ  ௧_௩ܨ
(5) 

൞

௫ܯ ൌ ݈
2ൗ ∗ ሺܨ௧_ െ ௧_௩ሻܨ
௬ܯ ൌ 0

௭ܯ ൌ ݈
2ൗ ∗ ሺܨ௧_௩  ௧_ሻܨ

(6) 

To determine the coordinates in the global system, it is necessary to translate forces using the rotation 
matrix R (α, β, γ), where α is the trim angle, β is the roll angle, and γ is the course angle. 

Acceleration can be obtained through the resultant force, and angular accelerations can be obtained 
through the resultant moment. Speed, angular velocity, position and angles in the global coordinate system can 
be obtained further differentiation. 

To use the AUV model, it is necessary to determine, in addition to the mathematical description of the 
laws of motion, the observation function, the action function, the reward function, and the reset function. To 
do this, you need to create a class inherited from the class «gym.Env». In the new class the mentioned 
functions should be redefined: 

7. Conclusion
In that paper we discover and compare approaches to the development of control systems and 

reinforcement learning algorithms. We analyzed existing frameworks for creating environments and agents 
and reinforcement learning algorithms libraries. An AUV model was created for use in the OpenAI Gym 
framework. 
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Abstract 
With the underwater human activity actively developing and the rise of the autonomous unmanned 

underwater vehicles (AUV) industry, researchers and engineers face the task of maintenance and repair of 
communications. For this purpose AUVs can be used, with e.g. the task of inspecting pipelines. The article 
describes the processing algorithm for the signal from passive fluxgate sensors mounted on an AUV carrier 
used to search for metal-containing objects at the sea bottom. A scheme for such a measurement is proposed - 
the installation of two sensors at the opposite ends of the carrier. This allows to measure the gradient of 
magnetic field between the sensors. The characteristic form of such a signal and the dependence of the signal 
on the motion parameters of the vehicle and external factors are determined. To eliminate false positives, 
filters are used based on the readings of the position, speed and orientation sensors of the navigation system. 
Using data on the motion parameters of the device allows to generate a reference signal, which is used to 
validate the detection of an object using the cross-correlation method. The use of data on orientation angles 
makes it possible to compensate for the influence of the orientation of the device in the Earth’s magnetic field. 

Keywords: AUV, UUV, signal processing. 
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1. Introduction
In the course of repairing or replacing undersea infrastructure objects passing along the sea bottom, there 

are problems of their detection and assessment of their length. To solve the problems of detecting metal-
containing objects (gas pipelines, etc.) there exist two main types of electromagnetic sensors: active and 
passive. For an active detection method, additional energy is required for irradiation of the scanning signal 
into the surrounding space. At the same time, the active detection principle is characterized by resistance to 
external sources of magnetic fields (MF), both environmental or created by the carrier of the magnetic sensor. 
On the experimental AUV electromagnetic sensors of the passive type (fluxgate sensors) were installed. In 
contrast to the active, the passive sensors require compensation for the effects of external magnetic fields, 
which can have a significant impact on the readings of the probes. To search for metal-containing objects, it is 
proposed to use two passive three-component ferromagnetic probes mounted on the bow and stern of the 
vehicle. The presence of two probes separated by a known distance from each other allows to calculate the 
gradient of the magnetic field between the probes by simply subtracting the readings of the sensors. 
Calculation of the gradient compensates the influence of external magnetic fields, the impact of which on each 
of the sensors is the same. When crossing a metal-containing object, it is firstly registered by the bow sensor, 
and then on the stern one. In this case, a characteristic pattern is observed in the gradient signal — the 
alternation of the maximum and minimum (minimum and maximum) of the gradient. The presence of such a 
pair of extremes is a necessary condition for the detection. 

2.Signal processing pipeline
2.1. Initial signal processing 
The algorithm for detecting an extended metal-containing object is based on the detection of the 

intersection of a metal-containing object by the vehicle. For this, the pre-filtered and corrected signal is 
compared with the reference signal using the cross-correlation method. To reduce the computational load, the 
signal before the cross-correlation is pre-tested for compliance with the necessary criteria. The scheme of the 
algorithm is shown on Fig.1. 
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Figure 1 – Structure of the signal processing algorithm 

To compensate for the influence of the orientation of the apparatus in the Earth’s magnetic field, the 
coefficients of dependence of sensor readings on course, roll and trim angles were determined using the linear 
regression method. The dependence on heel and trim was linear, and on the heading it was harmonic. In the 
bare signal from a passive ferromagnetic sensor with a sampling frequency of 50 Hz, a constant harmonic 
component with a frequency of 4 Hz was also detected, for filtering of which a low-pass filter is used. To 
smooth the signal and eliminate sharp outliers, a median filter is applied to the signal. On Fig. 2 the filtered 
signal is shown. After orientation compensation, all values are given in arbitrary units. 

 
Figure 2 – Fluxgate sensor signal before and after lowpass and median filters 
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Then, calculating the difference between the readings of the bow and stern sensor, we obtain a signal that 
has the meaning of the gradient of the magnitude of the magnetic field along the vehicle. The signal of the 
gradient on passing over a metal-containing object has a characteristic shape - two alternating extrema. After 
that the local extrema of the received signal are searched for. Local extrema are filtered by the width of the 
peaks that they form. Fig. 3 shows the result of a search for the local extrema of the magnetic field gradient 
along the vehicle. The local maxima are marked with the red cicles and the local minima with blue. To filter 
such a pair of extrema, it is assumed that the time between them should be approximately equal to the speed of 
the AUV (it is assumed that it is constant) multiplied by the distance between the bow and stern fluxgate 
sensor. 

 
Figure 3 – Local extrema search result example 

To filter by the intersection of the mean value criteria, a similar pair of points described earlier is taken. 
For each such pair of points, a check is made on the intersection of the mean gradient value by the line 
connecting this pair of points. A pair of points for which this condition is not fulfilled is eliminated. Then, for 
each pair of extrema found, validation is performed. 

2.2. Detection validation 
The task of searching for a signal of a known form in time series arises in many areas of knowledge. In 

medicine such is the task of identifying complexes in signals of various vital indicators, for example, a QRS 
complex in a cardiogram [1], or patterns in an electroencephalogram [2], and in modern physics this problem 
was solved in experiments that recorded gravitational wave signals [3]. This problem can be solved in 
different ways: using filter combinations [4], using wavelet transform [5], using machine learning methods 
and neural networks [6]. All these methods are briefly reviewed in [1]. We have chosen a matched filter for 
our purpose for its incomplexity and fast implementation.  

 
Figure 4 – A template signal (green) and a real one (red) 

The matched filter is used to search for a known sequence (template) in the signal by correlating the 
template with the signal being studied. The maximum of the cross-correlation function then marks the point in 
time that corresponds to the appearance of the template signal in the analyzed one. With the appropriate 
normalization, it is not necessary for the sample and template signal to have equal magnitude, since the cross-
correlation function will always have values in the -1: 1 range, but it is necessary that the pattern and the 
signal under study have the same sampling frequency. In this case, false detections can be filtered by setting 
the threshold of the cross-correlation function at the maximum, which is determined experimentally. 

As a result of analyzing the experimental data from the device, a hypothesis was put forward about the 
shape of the sample signal: the signal from each sensor must be proportional to 1 / r, where r is the distance to 
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the object, and the template signal is the difference of such functions. The template is defined by two dynamic 
parameters — the speed of movement and the impact parameter (height above the sea bottom), and one static 
parameter — the distance between the sensors. An example of such a generated signal is shown in Fig. 4, in 
this case, the vehicle speed was 0.62 m/s and the distance to the sea bottom was 1.34 m. At the time of 
receiving the information about the speed and position of the device from the navigation system, the metal-
containing object detection system changes the template signal accordingly, which allows filtering out 
external noise that does not fit the shape. 

3. Experiments 
3.1. System performance 
We performed 23 experiments in which the vehicle moved uniformly and rectilinearly, with an average 

speed of about 0.5 m/s and at a distance of 1.0 -– 2.5 meters above the sea bottom. The metal pipe and the 
other metal objects were placed on the sea bottom. The sea bottom was also filmed by a video camera, which 
made possible the markup of the data to count the number of true detections, the number of false positives and 
the number of false negatives. The presence of a cross-correlation maximum with a value greater than the 
threshold value 0.7 was considered the detection for the algorithm with validation. The choice of threshold 
value was performed heuristically, based partly on the uncertainties in the readings of the navigational system. 
The detection without validation was considered to be the result of the work of the candidate selection 
algorithm in Fig.1. Since the output of the algorithm without validation is a pair of extrema and several pairs 
can be found on the true signal, then each pair of extrema was taken as a detection, and not the fact of the 
presence of at least one pair. This allowed to correctly account for the false detected pairs of extrema.  

Table 1. Experimental results 

Alg. Type True pos. False pos. False neg. Precision 

1 67 85 0 44.1 

2 27 9 5 65.9 

3 63 60 0 51.2 

4 31 5 2 81.6 

The comparison involved 4 different combinations of candidate selection and analysis algorithms, the 
results are presented in Table 1. Numbers in the first column correspond to: algorithm without orientation 
correction and form validation (1), algorithm without orientation correction with form validation (2), 
algorithm with orientation correction without form validation (3), and algorithm with orientation correction 
and form validation (4). 

3.2. Impact of the vehicle control on system performance 
We have also conducted experiments to study the influence of electric engine control and performance 

on the precision of our system. Non-stationary magnetic field generated by the unstable engine rotation speed 
may account for the noise and false positives in detection system, especially when the modulation introduced 
is of a temporal scale similar to that of the template signal. On Fig.5 and Fig.6, histograms of engines rotation 
speed (radians per second) are plotted with FFT spectra of rotation speed signal and the template. The data for 
this analysis was selected only from the linear parts of the vehicle trajectory. Engine performance data 
collected during experiments from Table.1 is shown on Fig.5. It is clearly seen, that stable performance of all 
engines may not impose any noise and false positive detections, since its Fourier image has negligible 
intersection with that of the template.  
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Figure 5 – Engine performance in experiments from Table 1  

Because the computation of cross-correlation involves multiplication of signals` Fourier images, one 
might expect that introducing signals with spectra similar to the template will impact the system`s precision. 
And really, our experimets have shown that introducing the sinusoidal component to the vehicle control 
system results in dramatic drop of the system precision performance from 81.6% to 38%, and at these 
conditions the whole system becomes unreliable. Thus we have determined that providing the uniform 
constant motion of the vehicle is crucial for the performance of the system. 

 
Figure 6 – Engine performance with sinusoidal component introduced 
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4. Conclusions 
The paper proposes a measurement scheme and a signal processing pipeline for determining the presence 

of metal-containing objects at the sea bottom. A description of the characteristic features of the signal to 
identify it in the data of fluxgate sensors is given. According to the results of the experiments, one can 
conclude that the algorithm for finding pairs of extremas and filtering them by distance and amplitude is not 
sufficient for the qualitative detection of an object, and for determining the time of its intersection by the 
vehicle. Using a matched filter allows to determine the point in time at which the test and the signal under 
study coincide as much as possible, as well as significantly reduce the number of false detections. The paper 
also discusses the influence of vehicle control quality on the performance of the detection system. It is shown 
that introduction of periodic fluctuations in the control system has a negative effect on the precision of the 
detections, lowering it from 82 to 38 percent, which is an undesirable and unsatisfactory result. In this regard, 
the authors emphasize that  ensuring a straight and uniform movement of AUVs  is crucial in the search mode 
for a metal-containing object using the gradient method with fluxgate sensors. 

References 
 Kohler, B. U., Hennig, C., & Orglmeister, R. (2002). "The principles of software QRS detection" IEEE 1.

Engineering in Medicine and Biology Magazine, 21(1), 42-57.  
 S. Bulárka and A. Gontean, "EEG pattern recognition techniques review," 2015 IEEE 21st International 2.

Symposium for Design and Technology in Electronic Packaging (SIITME), Brasov, 2015, pp. 273-276. 
 Abbott, Benjamin P., et al. "Observation of gravitational waves from a binary black hole merger." 3.

Physical review letters 116.6 (2016): 061102. 
 S. Suppappola and Y. Sun, “Nonlinear transforms of ECG signals for digital QRS detection: A 4.

quantitative analysis,” IEEE Trans. Biomed. Eng., vol. 41, pp. 397-400, 1994. 
 Kadambe, S., Murray, R., & Boudreaux-Bartels, G. F. (1999). Wavelet transform-based QRS complex 5.

detector. IEEE Transactions on biomedical Engineering, 46(7), 838-848. 
 Neocleous, A., Azzopardi, G., Kuitems, M., Scifo, A., & Dee, M. (2019). Trainable filters for the 6.

identification of anomalies in cosmogenic isotope data. IEEE Access., 7 
  



298 

I.A. Vasiliev1, A.A. Nikiforov2 

MODELING OF THE UNDERWATER APPARATUS WITH A VARIABLE  
THRUST VECTOR, EQUIPPED WITH BALLAST TANKS 

1 The Russian State Scientific Center for Robotics and Technical Cybernetics,  
Saint Petersburg, Russia, vas@rtc.ru 

2 Peter the Great SPbPU, Saint Petersburg, Russia, pilrause@gmail.com 

Abstract 
The article describes the principles for controlling a mobile robot of underwater use moving in an 

environment and having redundancy associated with different control capabilities: variable thrust vector of the 
cruise propulsion, four ballast tanks and a set of thrusters for accurate maneuvering in the narrow areas. 

Keywords: mobile robot, control, inverse dynamic task. 
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Introduction 
Over the past few decades, interest in the use of unmanned robots for underwater operations has been 

steadily increasing. Currently, throughout the world, the autonomous underwater vehicle (AUV) two 
kinematic schemes are used [1]. The first is the already established classic scheme of underwater robots: the 
propeller and thruster units (TU). Vertical thrusters are used to control the ascent and the dive, and horizontal 
launchers are used for maneuvering along the course. Such a scheme has noticeable difficulties [1]. 

The second is the use of rotary launchers without a propulsion unit and tanks. This scheme is used 
mainly for vehicles that do not need to move over considerable distances, and only need to maneuver almost 
in place. 

In this paper, an apparatus having a single propeller (sustainer propulsion — SP), which has a variable 
stop vector, that is, can be rotated around the vertical and horizontal axes to create moment on the course and 
the trim of the apparatus, is considered and modeled. Also, for controlling the AUV, the unit is equipped with 
four ballast tanks (BT) for trim and roll: in the bow to the left and right of the longitudinal axis and, 
respectively, in the stern, also to the left and right of the apparatus axis (see Fig. 1) and vertical thrusters. To 
control the course additionally applied horizontal TU. 

 
Figure 1 - Kinematic scheme of the AUV (TU not shown) 

1. The idea of a control model for the general case 
Let there be a control object (CO), described by the following differential equation: 

ܷሺݐሻ ൌ ,ݐሺܨ	 ,ݕ ,ሺଵሻݕ ሺଶሻݕ … ,  ሺିଵሻሻ  (1)ݕ

Where: 
ܷሺݐሻ – is a control depending (generally speaking) on time; 
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 ;is time – ݐ 
 ;ሺ∗ሻ – is a control functionܨ 
ݕ  ൌ  ;ሻ – is a controlled valueݐሺݕ
ሺሻݕ  ൌ ݅) ሻ – is the i-th derivative with respect to timeݐሺሻሺݕ  ݊ െ 1). 
By controlled variable we mean three parameters: position, speed (derived from position) and 

acceleration (derived from speed). Therefore, in the system of equations (1), the i-th derivative may be 
negative — that is, we will assume that ݕሺିଵሻ – is an integral of y(t), and ݕሺିଶሻ - is an integral of integral, etc. 
That is, if the controlled quantity is a position. That is, if the controlled quantity is a position, then 

݅  0 

if controlled by speed – 

െ1  ݅  1 

By controlling the acceleration, we have 

݅  0. 

The task is classic: to create such a control so that the mismatch e between the task ݕ and the current 
position (working off) ݕ is minimal. Consider some current state of the CO, which we call the initial:  

݁ሺ0ሻ ൌ 	 ݁ 

…  (2) 

݁ሺሻሺ0ሻ ൌ ݁ 

Where:  
݁, ݁ – is the mismatch and the current mismatch of the system; 
݁ሺሻ, ݁ –  is the i-th derivative of the time error. 
Naturally, the presence of task constants does not change the magnitude of the derivatives; therefore, it is 

logical to rewrite the system of states (2) in the following form: 

݁ ൌ ݕ	 െ	ݕ 

…  (3) 

݁ሺሻ ൌ ሻݐሺሻሺݕ ቚ
ݐ ൌ 0

  

To solve the problem, it is logical to try to reduce all current error statements to zero. Here you can offer 
a parameterized function ݕሺݐሻ ൌ ݂ሺݐሻ, which will give the path of the CO to the target in the phase space, and 
the number of parameters is equal to twice the order of the differential equation (1) plus 2, that is, 2n. To 
determine these parameters, it is necessary to solve the system of equations naturally arising from system (3). 
But in the system (3) there are only n equations, therefore it is required to expand the system (3) by the 
conditions at the end of the regulation cycle (RC): 

݁ሺݐଵሻ ൌ 	0 

…  (4) 

݁ሺሻሺݐଵሻ ൌ 0 

That is, to determine the parameters of the function ݂ሺݐሻ, it is required to solve a system of 2n equations 
describing the states of the OU at the initial and final moment of time, i.e. in systems (3) and (4), substitute the 
corresponding derivatives of f. 

Having thus obtained the function of the controlled parameter on time,  ݕ ൌ ݂ሺݐሻ, we substitute it into 
equation (1). We get the required control. 

There is an additional complexity. The point is that the rate of change of control U(t) is limited. 
Therefore, the only control cycle, most likely, will not be able to fully extinguish the mismatch. Hence the 
additional parameter ݐଵ – the time to perform the operation. It can be determined from the expression 

ห ሶܷ ሺ߬эሻห  ଵܷ௫, 
߬э ∶ 	 ሷܷ ሺ߬эሻ ൌ 0 
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Where ଵܷ௫, is, naturally, the maximum control growth rate. And yet: the management of U(t) itself is 
limited in magnitude. That is, we have another expression to determine the control phase trajectory  

|ܷሺݐэሻ|  ܷ௫, 
эݐ ∶ 	 ሶܷ ሺݐэሻ ൌ 0 

However, this cannot be done, that is, not to find time to perform the operation ݐଵ. The fact is that the real 
drive device of the control object already has both a certain certain overclocking characteristic and a certain 
maximum value, and not exceed them. Moreover, as shown below, even the knowledge of these 
characteristics is not strictly required. 

Now we will consider a real digital control system with a control cycle, which we denote here by ∆ݐ. 
Suppose that at each control cycle we believe that we are being controlled from scratch. That is, the function 
 ሻ is “decoupled” from the time parameter t and made constant at each clock cycle, where the time for theݐሺݕ
RC is the time for a single clock. 

Let also as the phase trajectory of the controlled variable choose a polynomial function 

ሻݐሺݕ ൌ ହݐܽ	  ସݐܾ  ଷݐܿ  ଶݐ݀  ݐ݁  ݂,  (5) 

because the polynomial curve of odd degree can be adjusted not only for the required values, but also for the 
required derivatives at the ends of the segment. 

Next, we compose two systems of equations (3) and (4) and, after simplifications, we obtain the result 

ሻݐሺݕ ൌ
௧మబ
ଶ
 ݁ െ

௧ఱబ
௧భ
ఱ 

ଵହ௧రబ
௧భ
ర െ

௧ఱబ
ଶ௧భ

య െ
ଵ௧యబ
௧భ
య 

ଷ௧రబ
ଶ௧భ

మ െ
ଷ௧యబ
ଶ௧భ

 ݒݐ െ
ଷ௧ఱ௩బ
௧భ
ర 

଼௧ర௩బ
௧భ
య െ

௧య௩బ
௧భ
మ   (6) 

Where  ݁  – is a mismatch of the controlled variable; 
 ; – is a current derived variableݒ 
ܽ – is a current derivative ݒ. 
There are no contradictions in considering the current time as the initial (i.e., zero), the time at the next 

moment is equal to the time between control cycles ݐ ൌ  and the time for the entire control is considered to ,ݐ∆
be double tact ݐଵ ൌ  .ݐ∆2

Under these assumptions, we obtain compact formulas for magnitude, velocity, and acceleration: 

ݍ ൌ 	
బ	∆௧మା଼బାହ	∆௧	௩బ		

ଵ
	  

ᇱݍ ൌ െ	
బ	∆௧మାଵହ	బା	∆௧	௩బ		

ଵ	∆௧
  (7) 

ᇱᇱݍ ൌ െ	
బ	∆௧ାଷ		௩బ		

ସ	∆௧
  

Here, the designations q, q' and q'' are specially introduced in order not to be confused with derivatives. 
To illustrate, consider simple examples. 

2. Control model for linear system 
Consider a simple case - a linear link of the 2nd order, described by the equation 

ܷሺݐሻ ൌ ሷݕ	ܣ	  ሶݕ	ܤ	   (8)  ,ݕ	ܥ	

Where A, B, C – are constants; 
ݕ ൌ  .ሻ – is a controlled valueݐሺݕ
As the control law, we choose the polynomial function (1.5). 
Substituting (6) into equation (8) and simplifying we get a cumbersome expression to control: 

ܷሺݐሻ ൌ ݁ ቀܤv1 െ
ଵ଼௧ఱ

௧భ
ళ 

ଷ௧ర

௧భ
ల 

ଷ௧ఱ

௧భ
ల െ

ଵଶ௧య

௧భ
ఱ െ

௧ర

௧భ
ఱ 

ଷ௧య

௧భ
ర ቁ   

ݒ ቀܤv1 െ
௧ఱ

௧భ
ల 

ଽ௧ర

௧భ
ఱ 

ଵଶ௧ఱ

௧భ
ఱ െ

ଷ௧య

௧భ
ర െ

ଶସ௧ర

௧భ
ర 

ଵଶ௧య

௧భ
య ቁ   (9) 

ܽ ቀܤv1 െ
௧ఱ

௧భ
ఱ 

ଽ௧ర

௧భ
ర 

ଷ௧ఱ

ଶ௧భ
ర െ

ଷ௧య

௧భ
య െ

ଷ௧ర

௧భ
య 

ଷ௧య

ଶ௧భ
మ ቁ,  

Determine the value of	ݐଵ, as mentioned above, can be the magnitude of the change control. It should be 
noted here that the maximum in absolute value derivative of function (8) becomes only at the ends of the 
segment. 
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Consider the formula (9). It specifically grouped values at ݁, ݒ и ܽ. Since the time parameter ݐ ൌ  ݐ∆
is always equal to the duration of the control cycle (i.e., each time is controlled as the first time), and the 
control duration parameter is ݐଵ ൌ  then the constants are in brackets for e_0, v_0 and a_0 . That is, the ,ݐ∆2
control law, in general, is as follows: 

ܷሺݐሻ ൌ 1ݐݏ݊ܿ ∗ ݁  2ݐݏ݊ܿ	 ∗ ݒ  3ݐݏ݊ܿ ∗ ܽ,   (10) 

Recalling that ݒ s a derivative of ݁ etc. we get the analytical output of the PID controller. 
That is, formulas (9) and (10) - proportional-integral-differential controller (PID-controller) - differential 

controller of the 2nd order. Moreover, it should be noted that this regulator is adaptive, since the coefficients 
are calculated not once and for all, as in the classical regulator, but on each control cycle. 

In general, the differential controller of the n-th order is as follows: 

ܷሺݐሻ ൌ 	ܥ	݁ሺሻ


ୀ

 

In practice, the regulator above the 2nd order is problematic to use. 

3. Control model for nonlinear system 
Suppose there is an underwater vehicle, one degree of mobility which is described by a nonlinear 

differential equation 

ܷሺݐሻ ൌ ሻݐሶሺݒ	ܣ	 െ	ܥ௫	ݒଶሺݐሻ,   (11) 

Where ܣ и ܥ௫ – are constants, 
 .ሻ – is a speed of AUVݐሺݒ
The first component of the right side is Newton's law (ܨ ൌ ݉ܽ), the second is the law of hydrodynamic 

resistance, which is proportional to the square of the velocity. The difference from the first example is that the 
dependence is non-linear. 

For this object, I want to minimize the position, i.e. integral of the controlled variable - speed. Therefore, 
as a wish, we consider the fifth degree polynomial, but for the position: 

ሻݐሺݏ ൌ ହݐܽ	  ସݐܾ  ଷݐܿ  ଶݐ݀  ݐ݁  ݂,   (12) 

Acting in a way completely analogous to the first example, we get the control dependence: 

ܷሺݐሻ ൌ
ଽ௧భబೣబ

మ

௧భ
భమ െ

ଷ௧వೣబ
మ

௧భ
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మ

௧భ
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మೣ

ସ௧భ
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మ
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వ 

଼ସ௧ఴೣ௩బ
మ

௧భ
ఴ െ

ହ௧ళೣ௩బ
మ

௧భ
ళ 

ଵସସ௧లೣ௩బ
మ

௧భ
ల   

െ
ଵ଼௧ఱబ

௧భ
ళ 

ଷ௧రబ
௧భ
ల െ

ଵଶ௧యబ
௧భ
ఱ   

െ
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௧భ
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ర    (13) 

െ
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Here, due to the nonlinearity of the dynamic equation (11), we obtained a nonlinear PID controller. 

4. Experimental studies on the model 
For the one-dimensional case, we obtain the results of the refinement — a displacement of 10 meters. 

The results are shown in Figure 2. 
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Figure 2 – Schedules of testing the movement of 10 meters 

Two-dimensional case: moving by TU along the Y axis and marching on the X axis. Results - Figure 3. 

    
Figure 3 – Results of refinement for two-dimensional case 

The graphs show that mining is proceeding satisfactorily with an overshoot of less than 3%. On the other 
hand, both control channels do not work synchronously and the DU according to the coordinates does not 
reach the goals. 

Conclusion 
Mathematical-computer model [2] AUV performed in the system Wolfram Mathematica.  
Modeling of the device without TU but with tanks showed: 
1) Convenience of ballancting and balancing. These two parameters can be changed here during the 

execution of the AUV work, to compensate for disturbances caused by exposure to the external environment; 
2) Reliability of retention of the required depth, which is a significant problem for devices of other 

kinematic schemes; 
3) Easy trim control. To perform depth retention for classic AUVs, in the case of non-zero buoyancy, it 

is required to hold non-zero and trim, since PUs at cruising speeds are not applicable. This may be 
unacceptable for some technological operations. Here, the depth and trim control channels are unleashed.; 

4) Ease of management roll. To compensate for the roll moment developed by the main engine, it is 
necessary to do some (precisely calculated in advance!) Imbalance in the ballast center on the right and left 
sides; 
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5) High maneuverability at the rate, since the change in the vector of the stop MD directly determines 
the circulation radius of the AUV. 

Of course, there are some downsides to this scheme: 
1) There is no possibility to produce lag movement. Here the question immediately arises: how often are 

the movements “sideways” necessary? 
2) AUV cannot turn "on the spot". 
Both of these minuses can be removed if the front and rear TU are added to the AUV scheme, the 

inclusion of which will only be episodic to perform lag movements and turns “on the spot”. 
In general, the work showed the promise of such studies. The authors hope to continue research in the 

future and, if possible, continue them on the current AUV model. 

References 
 A.B. Nikolaev. Naval military robotics: state and prospects. Robotics and technical cybernetics, №1 - 1.

2017. 
 I.A. Vasilyev, D.A. Vokhmintsev, S.A. Polovko. The emergence of forces of resistance to the movement 2.

of underwater robots and other sea-based objects when the thruster units work. Robotics and technical 
cybernetics, №1 - 2017. 

 S.I. Antonenko, V.P. Makarychev. The study of the dynamics of the underwater vehicle propulsion. 3.
Robotics and technical cybernetics, №1 - 2018. 

 T.I Fossen. Guidance and Control of Ocean Vehicles. – New York: Wiley, 1994.  4.
 I.A. Vasilyev. Control a multi-module underwater mobile robot. Robotics and technical cybernetics, №2 - 5.

2019. 
 V.A. Leontyev, B.A. Smolnikov. Computer simulation of the dynamics of the deep-water cable with a 6.

load at the end. Robotics and Technical Cybernetics, №3 - 2018. 
 D.A. Yuhimets, V.F. Filaretov. Contour control systems for an autonomous underwater vehicle. Robotics 7.

and Technical Cybernetics, №2 - 2015. 
 A.V. Timofeev, R.M. Yusupov. Intellectualization of robotic control and navigation processes. Robotics 8.

and Technical Cybernetics, №3 - 2014. 
 V.V. Kozlov, V.P. Makarychev, A.V. Timofeev, E.I. Yurevich. Dynamics of control robots. M., 9.

"Science", 1984. 
 Autonomous underwater robots: systems and technologies / Ed. Acad. M.D. Ageev. Institute of Marine 10.
Technology Problems the Russian Academy of Sciences, M., "Science", 2005 

  



304 

 

AIRBORNE ROBOTICS 

 
V.S. Verba, V.I. Merkulov 

OPTIMIZATION PROBLEM FOR A GROUP OF UAVS OF JOINT CONTROL,  
ENSURING THEIR DESIRED SPATIAL TOPOLOGY 

JSC “Concern “Vega”, Moscow, Russia 
from_fn@mail.ru 

Abstract 
Coordinated group management of unmanned aerial vehicles (UAVs), providing, along with the solution 

of the route problem, the desired spatial topology of the participants, is a complex task. 
The purpose of the report is to propose simplified versions of the synthesis of group control of a UAV 

with a long-term preservation of a given topology of participants with reduced requirements for computing 
performance. The problem was solved in two stages. 

At the first stage, on the basis of the dynamic programming method, a strict solution of the linear 
quadratic-Gaussian problem was obtained using the quality functional, in which besides the typical terms 
there was a quadratic form of the weighted arrangement of the UAV. The specificity of the obtained control 
law is the need to solve a high-dimensional two-point boundary value problem in the reverse time, which 
requires large computational costs. 

At the second stage, by simplifying the previous solution, the task was reduced to local optimization, 
which significantly simplified obtaining the control law, which ensures not only the group’s flight along the 
desired trajectories, but also the prevention of collisions of the UAV within it. 

The examples of the synthesis of control of a group of UAVs are considered, the results of studies of 
options for constructing the desired UAV topology on a plane when solving various routing problems are 
presented. 

Keywords: group management optimization, network communication. 

The solution to a number of economic and military tasks is possible only when using sufficiently large 
groups of jointly controlled aircraft [1]. Such tasks include: mobile monitoring of large volumes of airspace 
and the earth's surface; liquidation of consequences of various kinds of disasters; overcoming enemy air 
defenses, clearing large areas of the territory, etc. 

It should be noted that the effectiveness of solving such problems largely depends not only on the chosen 
direction of movement of the group, but also on the relative position of the participants. However, in such 
situations, it becomes necessary to solve the problem of synthesizing coordinated control by group members, 
which is much more complicated than controlling a single object [2-4]. General approaches to solving the 
group management problem are considered in [4,5]. The increase in complexity is due to several reasons [6]: 

 the complexity of the description of group actions with the formulation of collective interest, which 
each of the group members must realize; 

 increasing the complexity of the formation of the control signal, which at the same time ensures the 
fulfillment of the intended purpose, and ensuring the desired position of the participants in the general 
topology of the group; 

 a significant increase in the dimension of the solved problem of simultaneous management of all 
members of the group; 

 an increase in the complexity of information support for the procedure for generating control signals 
[7]. 

In this regard, the synthesis of group management, in which the listed disadvantages will be reduced, is 
very popular. 

The purpose of the report is to develop simplified options for the synthesis of group management with 
long-term preservation of the given topology of participants with reduced requirements for computing 
performance. 

The dimensionality of the problem to be solved can be reduced due to its decomposition based on the 
synthesis of control for an individual participant taking into account the spatial position of other participants. 
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Statement and solution of the problem 
The solution to the problem of synthesis of control of individual objects, taking into account the state of 

all participants, will be performed on the basis of the mathematical apparatus of the statistical theory of 
optimal control in a modified version of the solution of the Letov-Kalman problem, which will reduce the 
requirements on the computing performance of the control system. 

Moreover, we will assume that the following assumptions are fulfilled: 
 each object independently forms its own control for the current situation on the basis of information 

about the goal facing the group, about its state and the condition of other objects; 
 as optimal, such control of each object in the current situation is understood that makes the maximum 

possible contribution to the achievement of a common goal, i.e. provides the maximum increment of the 
general functional during the transition of the group from the current state to the final [8-10]; 

 in the optimized functional, both the requirements of the group’s purpose and the requirements for 
ensuring the given topology of the participants should be taken into account; 

 information exchange between participants is carried out as part of a local network on the principle of 
"each with each" [5]. 

In mathematical terms, the problem is formulated as follows. 
For a group consisting of N objects of the same type, each of which is determined by a state model 

          , 1, ,i i i i i xit t t t t i N   x F x B u ξ  (1) 

where 

TT T
i di ci   x x x  (2) 

is a composite vector in which the n-dimensional vector 

       di di di dit t t t x F x ξ  (3) 

determines the desired state coordinates (program of actions), and the n-dimensional vector 

       ci ci i ci i cit t t t  x F x B u ξ  (4) 

displays the current (controlled) state of the object, in the presence of measurements 

     i i i mit t t z H x ξ  (5) 

it is necessary to find the r-dimensional ( r n ) vector iu  of control signals that are optimal for the minimum 
functional 
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x L x x M x u K u

x Q x x G x
 (6) 

where ij i j  x x x , 1j ,N , j i .  

In (1)-(6) diF  and ciF  in the general case are non-stationary dynamic matrices that take into account the 

internal relationships of processes (3) and (4), while diF  in the general case is a non-stationary matrix that 

determines the program of movement of the group; ciB  is the matrix of the effectiveness of control signals iu

; z  is the m-dimensional ( 2m n ) vector of measurements; iН  is the communication matrix for ix  and iz ; 

diξ , ciξ  and miξ  are the centered Gaussian noises of state and measurements with known spectral density 

matrices; jx , 1j ,N , j i  are state vectors for other objects of the group; iK  is a positive definite matrix 

with the r r  size of fines for the magnitude of the control signals; cM  is a sign of conditional expectation; 
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 (7) 

where 1O , 2O , 3O  are zero matrices of appropriate sizes; L  and Q  are non-negatively determined n n  

matrices with penalties for the accuracy of approaching cix  to dix  at the current time t  and end time et ; M  

and G  are non-negatively defined n n  matrices with penalties for violating the desired relationship between 

ix  and jx  at the current and final times. 

The specificity of functional (6) is that, in the framework of solving the general problem, it takes into 
account the requirements for the formation of the desired phase trajectory and the requirements for ensuring a 
given group topology. 

Since the initial models (1)-(5) are linear, the quality functional is quadratic, and the perturbations are 
Gaussian, then, in accordance with the separation theorem [11], control synthesis and filtering problems can 

be solved separately. In this case, control synthesis can be performed in a deterministic setting  xi ξ 0 , 

provided that in the resulting algorithm the state coordinates ix  and jx  are replaced by their optimal 

estimates ix̂  and jx̂ . 

In such conditions (LKG problem), Bellman's equation [12] can be used to find the control: 
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        .e e e i e j e i e eS t ,t Ф t , t , t ,t     x x x u
 (9) 

Here S is the Bellman function;  dФ   is the integrand of the functional used (6); ix  is determined by 

model (1),  eФ   is the terminal part of the functional that defines the boundary conditions for S. 

Using (1) and (6) in (8), (9), we obtain: 
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In (10) and (11), to simplify the notation, the dependence of vectors on time was omitted and all terms 
independent of iu , were taken out of the sign of the minimum operation. 

A control iu  for each object  1i ,N  that minimizes (6) can be found by equating in (10) to zero the 

result of differentiation by T
iu  terms in curly brackets: 

2 ;T
i i i

i

S
 


K u B 0

x
 

10 5 T
i i i

i

S
, . 

 


u K B
x  (12) 

Substituting (12) in (10), we obtain: 
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A solution to this partial differential equation will be sought in the class of quadratic forms 
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Using (15) in (12), we have 
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Using (15) and (16) in (13), we can obtain 

1
1 1 1 1 1 1

T T T
i i i i i i i i i i i

    R L F R R F R B K B R
, (18) 

1
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   P M P B K B P
 (19) 

The boundary conditions for (18) and (19) are determined by comparing the results of (11) and (14) with 

et t : 

   1 1 1 1.i e i j e jt , t R Q P G  (20) 

Upon receipt of (16), it was taken into account that the Bellman function does not depend on the state 
coordinates [12]. 

Since the LKG problem was considered, on the basis of the principle of statistical equivalence [11] it can 
be argued that the statistical control law will be adequate to the deterministic one provided that the state 
coordinates ix , jx , and ijx  are replaced in them by their optimal estimates ix̂ , jx̂  and ij

ˆx , i.e. 

1
1 1

1

.
N

T
i i i i i j ij

i , j i

ˆ ˆ

 

 
    

 
u K B R x P x

 (21) 

Analysis (18)-(21) allows us to draw the following conclusions. 
In the general case, the collective control system with network information exchange should include: 

optimal controllers that calculate control signals iu  at each object; optimal filters forming estimates ix̂  and 

ij
ˆx , 1j ,N , j i , and a system for exchanging estimates of the coordinates of the state of each object. 

The control signal generated at each object depends on its parameters ciF  and ciB , the desired control 

law diF , the state of the object ix̂  itself, and the state of other objects that determine the errors ijˆx . 

The coefficients of the matrices 1iR  and 1jP  calculated according to the rules (18) and (19) together take 

into account in (21) the parameters of the object iF  and iB , the requirements for the accuracy 1iL  and the 

economy of the control iK , and the degree of compliance with the desired states of the i-th and j-th objects 

defined by the coefficients of the matrix 1jM . 

Using (21) allows us to ensure not only the movement of each object along the desired trajectory due to 
accounting for ix , but also to prevent collisions between them in the process of joint movement due to 

accounting ijx . 
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The specificity of the obtained algorithm is the need to solve a two-point boundary value problem, the 
essence of which is that the matrices 1iR  and 1jP  are calculated in the inverse time from et  to t , while the 

control (21) for the object is formed in the direct direction from t  to et , which predetermines increased 
requirements for computational performance. 

The collective management procedure can be significantly simplified if optimization of the local quality 
functional is minimized [13], in which in (6) 1i L 0 , 1j M 0 , and, every moment of time is considered as 

the moment of the possible termination of management, i.e. et t . Then from (6) and (20) it follows: 
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Using (22), (2), (7) in (21), we obtain: 
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where dij di djˆ ˆ ˆ  x x x , cij ci cjˆ ˆ ˆ  x x x , 1j ,N , j i . 

An undoubted advantage of (24) is the possibility of generating a group control signal without solving in 
high time a high-dimensional two-point boundary-value problem using equations (18)-(20). 

In addition, the resulting collective control system is characterized by the presence of negative feedbacks 
on all coordinates in each object. This indicates its high stability and low sensitivity to the accuracy of the 
parameters. Moreover, the control signal in it depends on the control errors di ciˆ ˆx x  and dij cij

ˆ ˆ  x x . This 

feature allows you to halve the requirements for transmission capacity of transmission lines, since it is enough 
to exchange only errors dij

ˆx  and cij
ˆx . 

Moreover, from (24) its ability to ensure not only the movement of each object along the desired path 
due to accounting for di ciˆ ˆx x , but also to prevent their mutual collisions due to accounting for dij cij

ˆ ˆ  x x  is 

clearly traced. This feature makes it possible to further simplify the group management procedure and its 
information support due to the transition to management “with a leader” [5], which can be obtained as a 
special case of management (24). In the framework of this approach, the control for the leader forming the 
flight path is determined only by the first term, while the relative position of other elements of the group is 
determined by using only the second term. 

Thus, the proposed network management option allows for the joint operation of objects, ensuring 
movement along predetermined paths and preventing collisions between them with the minimum computing 
performance requirements of a digital computer and to obtain simpler group control options. 

Below are the results of a study of the effectiveness of the considered method of synthesis of group 
management. 

Example 
The performance check of the proposed method for optimizing group control was carried out on the 

example of the synthesis of joint control of a group of three UAVs in the process of their joint flight at 
predetermined intervals [6] along both straight and complex, curved paths, provided that the control for them 
is formed according to the law (24), and by law: 

 1 ,T
i i i di ciˆ ˆ u K B Q x x  (25) 

which does not take into account the influence of other members of the group. 
The initial position of the UAV was taken: for the first – z=0, x=0, for the second – z=50 m, x=0 and for 

the third – z=1900 m, x=0. The desired flight paths are three parallel lines at an angle ψ 45di 
  to the OZ axis 
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of a rectangular coordinate system located at a distance of 550 m from each other along which the UAVs 
move at speed 42iV  м с . Initial UAV courses: for the first 1ψ 30  , for the second 2ψ 60   and third 

3ψ 45   (see Fig. 1). 

 
Figure 1 – UAV flight paths with individual control 

It is necessary to check the ability of the group to reach the desired points in space A, B, C with the 
desired course, keeping the desired intervals in the horizontal plane, regardless of the initial courses of each 
UAV and the initial distances between them. 

The following indicators were used as efficiency indicators: linear errors of UAV output to the desired 
points, control errors in angular coordinates, as well as regulation time and realized overloads. 

It should be noted that the UAV control calculation was carried out in the polar coordinate system, and 
the construction of trajectories in a rectangular one. 

To calculate control signals, it is necessary to have state models (3), (4), which are appropriate to use 
kinematic equations [6]: 
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provided that 

 
 

φ =0,  φ 0 30 60 45
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di di

di di

, ,
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  (27) 

where φdi  and φgi  are desired and current bearings of the desired points A, B, C of the UAV exit in the 

horizontal plane; ωdi  and ωgi  are the desired and current angular velocities of the lines of sight of these points 

from the UAV (Fig. 1); gij  is instantaneous lateral acceleration (control signal), iD  is range to desired point, 

and iD  is rate of its change.  
The relations (3), (4), (7) and (26), (27) correspond to the vector-matrix representations: 
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Using (28) in (24), we obtain control laws for each UAV: 
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(29)

 
Rational values f the ratios i iq k , i iq k  and i ig k , i ig k  of the coefficients of the matrices Q , G  

and K , which are responsible for the accuracy and efficiency of the control, are selected according to the 
well-known rules [14], taking into account restrictions on the magnitude of the control signal, the transient 
time and the admissible control error in the steady state mode. In addition, a simpler so-called “principle of 
equal strength” [15] can be used to calculate them, the essence of which is the assumption that the products of 
all weighted error coefficients by the squares (variances) of these errors) are assumed to be the same for all 
state coordinates. However, this approach is approximate and requires refinement due to the variation of error 
coefficients according to the results of modeling and calculation of specific values of the quality functionals. 

We study the control case according to the law (25), in which changes in the states of other objects are 
not taken into account. In relations (29), the terms in square brackets correspond to them. It should be noted 
that such a law can be used to control the leading UAV when using control with a leader. 

The flight paths for this control are shown in Fig. 1, where the dashed line denotes the desired 
trajectories, and A, B, C are the end points of control. It can be seen from the figure that all three UAVs can 
reach the desired course, however, the flight paths of the first and second UAVs intersect in the initial section, 
which indicates their collision. 

For comparison, in Fig. 2 shows the flight paths of three UAVs under the same conditions obtained using 
collective control (29). 

It can be seen from the figure that the regulation time characterizing the time the group entered the 
desired courses has slightly increased, however, the flight is provided without crossing paths, which 
eliminates their collision. Moreover, the group seeks to maintain the desired distance between UAVs 
throughout the flight. 

To evaluate the linear control errors, we use the relation determining the linear missile drone UAV in the 
horizontal plane [14]: 

2ω
,i i

gd
i

D
h

V
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where iD  is current range to the desired points A, B, C (Fig. 2); ωi  is angular velocity of the line of sight of 

these points with a UAV; iV  is UAV speed at a given time.  

 
Figure 2 – Flight paths of UAVs with collective control 

Figure 3 shows the dependence of the current linear misses of each UAV on time. 

 
Figure 3 – Dependence of the current miss on time 

Figure 4 shows the time dependences of the angular errors φ φdi ci  of the control. From figures 3 and 4 
it follows that collective control according to the proposed law (24) implements the elimination of both linear 
and angular errors. Moreover, the time for eliminating errors in linear and angular coordinates will depend on 
the initial conditions: on the presence of intersecting courses between UAVs, the distances between UAVs and 
the distances between the desired exit points of the group. 
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Figure 4 – The dependence of errors in angular coordinates on time 

The results of the study of the group control law (29) when moving along more complex paths are shown 
in Figures 5, 6. Figure 5 shows the flight paths of the group while bypassing the danger zone, and Figure 6 
shows the transverse acceleration modules corresponding to this situation. 

 
Figure 5 – UAV group flight along curved paths 

 
Figure 6 – Time dependence of transverse UAV overloads 

Figure 6 shows that the maximum value of overloads acting on UAVs does not exceed 2.5g, which 
indicates the absence of fundamental restrictions on the possibility of implementing the proposed control law. 
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Conclusion 
Based on the results of the work performed, the following conclusions can be drawn: 
 in the general case, a group management system with network information exchange should include: 

optimal controllers that implement control signals for each object; optimal filters, forming estimates ˆ ix , ˆ jx  

and ˆ ijx , 1,j N , j i , and a system for exchanging estimates of the coordinates of the state of each object; 

 the synthesized collective control algorithm provides adequate control of the group both in linear and 
in angular coordinates with minimal computational costs, realizing high safety of joint movement, including 
when using complex trajectories; 

 the exchange of errors ˆ dijx , ˆ cijx  between objects allows you to save the desired topology throughout 

the flight. 
It should be noted that the proposed version of group management based on (24), (29) is highly versatile. 

On its basis, as special cases, other types of group management can be implemented [5]. Under centralized 
control, it suffices to use terms in square brackets for each object from (29). When using control with a leader, 
it is enough for him to use terms in square brackets, while for all others, terms in curly brackets. 

In general, the conducted studies suggest that the considered algorithm does not impose fundamental 
restrictions on the possibility of its implementation. 
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Abstract 
The article proposes a method for solving the problem of sound recognition, produced by the motor and 

blades of the UAV, as well as the detection of its location, to adjust the trajectory of motion in order to avoid a 
collision. The methods of analysis and the system of coefficients of the audio stream are considered. 
Algorithms for preliminary signal processing and selection of criteria are given. 

Keywords: audio analysis, UAV identification, noise elimination, sound filtering, UAV recognition, 
filtering algorithm, algorithm for eliminating quiet signal areas, audio signal, cepstral coefficients. 

Unmanned aerial vehicles (UAV) are a rapidly developing technology that is currently widely used in 
the private, commercial and public sectors. However, there are no safety measures that facilitate the safe 
operation of these devices in populated uncontrolled airspace without potential danger to other manned or 
unmanned aerial vehicles. Conventional collision avoidance systems are only required for passenger aircraft 
weighing more than 5,700 kg and must be present on both in order to be operational [1]. 

To accomplish the task, it is necessary to create an individual system on each UAV to facilitate the 
detection and acceleration of the reaction rate, which will help save another approaching UAV. It is believed 
that acoustic sounding can be used to achieve this goal 

The most common form involves the use of sensors, known as microphones, that detect pressure 
fluctuations of sound waves generated during UAV piloting. Acoustic sensing has many potential advantages 
over more traditional non-cooperative technologies such as electro-optical (EO), infrared (IR) and radar. Since 
the sensors are typically one-way, can be achieved in a full spherical coverage of the sensors. This is a very 
important feature because most air collisions occur from behind, from the side, above or below; locations that 
are usually out of sight for most other sensing technologies [2]. Sensor systems are usually very small and 
light, as they consist of several microphones and a recording/data processing unit. Requirements for the 
collection and processing of data is also much less than for EO or IR due to the decrease in data transfer speed 
from sensors. With the simultaneous use of multiple spatially spaced microphones in the array configuration, 
it is possible to detect, locate and track a sound source such as an aircraft [3-8]. In some cases, analysis of the 
Doppler frequency shift of the source signal over a period of time can also determine the speed and direction 
of the sound source [9-13]. 

To implement the UAV collision avoidance system, it is necessary to solve the following tasks: 
1. To identify the sound of the blades and the engine blah BLAH from other parasitic noises of the 

environment. 
2. Determine the location relative to another UAV. 
3. Perform a collision avoidance maneuver 

1. Identification of unmanned aerial vehicles 
Analyzing the physical features of the sounds produced by the UAV, the UAV's audio data stream was 

recorded. Through the Fourier transform, the sound was decomposed into sound components [14]. 
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Figure 1 – The sound of one engine with a UAV blade 

In Figure 1, a value between 7 and 8 kHz, which corresponds to the sound of one motor with UAV 
blades. However, in order to recognize a UAV group, it is necessary to analyze the sound stream with at least 
four blades. 

 
Figure 2 – The sound of several motors with UAV blades 

The unsteady noise spectrum depends on the rotation speed of each engine and blades, which varies with 
time [15]. In this case, it is not possible to find one or two separate frequency parts. Nevertheless, you can find 
a reference point where you can start analyzing the sound stream. Most useful frequencies range from 5 kHz. 

The main problem of processing the received audio data from the data acquisition and transmission 
module is the choice of functions for constructing an accurate identification system. The audio functions must 
be efficient, reliable and physically interpreted in order to accurately differentiate from the environmental 
audio data the key properties of the audio signal produced by the UAV. In general, environmental sounds can 



316 

generate a similar spectrum of UAV signals, with different sources in different contexts, and no assumptions 
can be made about their spectral and temporal structure. [16] 

The received audio signal is not monotonic, which complicates the identification of UAVs, so the signal 
can be considered locally stationary only for a short time interval of 10-30 ms [17]. It is understood that the 
time and spectral behavior of the audio signal can be considered almost uniform in the time range of several 
milliseconds. Therefore, to capture heterogeneous audio information in the phase of analysis of environmental 
sound, two different time scales are considered: 

1.  Short audio segments are processed in a short period of time of 20 ms to determine which set of time 
and frequency characteristics is effective in the task of voice identification. 

2. A medium-term time analysis is performed for 200 ms in order to differentiate environmental noise, 
and subsequently, by filtering, process a discrete audio signal to identify the UAV.  

After the acoustic signals were received in digital form, various processing steps were implemented to 
enable source detection and spatial localization. 

Any designed system will function at the first stage receiving the sound emitted by the UAV, then the 
module that processes this sound, compares it with the UAV identifier-standard and using triangulation in 
terms of sound strength, provide information on the instant location of the device. For this, the detection 
system was divided into five separate modules: 

1. Sound detection; 
2.  Signal conditioning; 
3. Collection and transmission of data; 
4. Processing; 
5. Data output. 

Drone generates sound 
(thanks to propellers and 

motors)

Microphone array detects 
UAV sound

Signal processing and 
amplification system

Dedicated processing 
device stores and transmits 

a signa

Data processing and 
calculation of drone 
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Displaying data on 
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Sound detection Signal coding

Data acquisition and 
transmission module

Treatment
 

Figure 3 – Logical identification scheme of UAVs by sound fingerprint 

The short-term analysis, denoted by x(n), is a normalized discrete-time audio packet, the audio frame s(n) 
of each subframe is determined by the equation. 

ሺ݊ሻݏ ൌ ሺ݊ሻݔ ∙ ሺ݉ݓ െ ݊ሻ  (1) 

ሺ݊ሻݓ ൌ 0.54 െ cos ቀ
ଶగሺିሻ

ିଵ
ቁ ݊ ∈ ሾ0,  ሻ  (2)ܮ

where w(n) is the Hamming window of length L, and m is its time shift. To calculate the raw features and 
locally characterize the corresponding audio waveform and spectrum shape, each subframe s (n) is processed 
by a set of special filters based on certain features described in detail below. 

To identify the UAV, we will consider determining the following unknowns, based on the physical 
properties of the audio signal:  

1. Short-term energy; 
2. Zero crossing level; 
3. Time centroid of gravity for the time domain; 
4. Spectral centroid; 
5. Spectral decay, Mel-cepstral frequency coefficients, for the frequency domain.  
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Short-term energy is calculated in accordance with the expression and provides a measure of changes in 
the environmental sound energy over time. 

ܧܶܵ ൌ
ଵ


∑ ሺ݅ሻ|ଶିଵݏ|
ୀ   (3) 

The time centroid is defined as the temporal balancing point of the amplitude distribution of the audio 
signal. It is expressed as: 

С ൌ
∑ ∙௦ሺሻಽ
సభ

∑ ௦ሺሻಽ
సభ

  (4) 

 

The zero crossing level determines the average number of times the sound signal changes its sign in a 
short-term window. This feature is especially useful for identifying a voiced subframe. 

ܴܥܼ ൌ
ଵ

ଶሺିଵሻ
∙ ∑ ห݊݃ݏ൫ݏሺ݅ሻ൯ െ ሺ݅ݏሺ݊݃ݏ െ 1ሻሻหିଵ

ୀ   (5) 

where  

ሺ݊ሻሿݏሾ݊݃ݏ ൌ ൜
െ1, ሺ݊ሻݏ  0,
1, ሺ݊ሻݏ ൏ 0.

  (6) 

 

The spectral centroid determines the balancing point of the sound spectrum G (f), indicates whether to 
contain lower or higher frequencies in the spectrum. 

ܥܵ ൌ
∑ ∙ீሺሻ

∑ ሺሻ
  (7) 

 

ሺ݂ሻ ൌ ห∑ ሺ݅ሻݏ ∙ ݁ିଶగ/ିଵ
ୀ ห

ଶ
  (8) 

 

The spectral decay determines the frequency below which a certain amount β of spectral energy is 
concentrated (8). This paper assumes that β = 0.9 

ܴܱܵ ൌ argmax ∑ ሺ݂ሻ  ߚ ∙ ∑ ሺ݂ሻி
ୀଵ


ୀଵ   (9) 

Key to many speech recognition systems is the approach to calculating speech signal parameters based 
on kepstral analysis [18]. 

 
Mel-kepstral coefficients (MFCC) are discrete cosine transforms in the scale log power spectrum G (f). 
Mel-kepstral coefficients are used to display the power spectrum of a G(f) signal. In order to decompose 

the resulting spectrum on the mel scale, we need to create a “comb” of filters. In fact, each mel-filter is a 
triangular window function, which allows you to sum up the amount of energy at a certain frequency range 
and thereby get a mel-coefficient. Knowing the number of chalk coefficients and the analyzed frequency 
range, we can build a set of such filters: 

ெ݂ ൌ 1127,01048݈݊ሺ1 



ሻ  (10) 

 The energies Em are calculated at the output of the mth filter and then transferred to a logarithmic 
scale. Suppose that Cm is the relative value of the frame. 

 The larger the index number of the chalk coefficient, the wider the filter base. This is due to the fact 
that the frequency range s (n) of interest to us into the ranges processed by the filters occurs on the chalk scale 

ܿ ൌ ∑ ܥ ∙ cos	ሺ
గሺଶାଵሻ

ଶெ
ሻெ

ୀଵ   (11)  

To solve the problem of identifying UAVs by sound, it is necessary to extract 12–13 MFCCs (Fig. 4), 
since it has been established that they contain identifying information for higher frequencies. 
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Figure 4 – 12 MFCC filters 

2. UAV positioning 
To build an acoustic system, the detection distances must be large enough to facilitate the evasion 

maneuver. There are currently no formal requirements, but it is generally accepted that 150 meters is the 
absolute minimum that must be constantly maintained between aircraft [1] 

݀ ൎ 5.6	 ܸට
గ

ଶ
െ ߮  (12) 

where ݀ is the minimum distance at which a maneuver to avoid a collision should begin, ܸ is the relative 
speed of approach of two UAVs, and φ is the angle of heel (heel) initiated by the sensitive aircraft upon 
detection. 

To limit the size of the microphone system, the maximum distance between any two microphones should 
be less than half the wavelength of the maximum frequency used during processing, in the case of this device 
8000 Hz. 

This limitation is required when the signal is periodic. The phase difference between the signal received 
by microphone 1 at time t1 and the other signal received by microphone 2 at time t2, at 2ݐ + ݇ܶ, will be the 
same for any ݇∈Ժ, where ܶ is the period of the signal. 

 
Figure 5 – Possible temporary positions taking into account a certain phase difference 
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As shown in fig. 5, when a sinusoidal signal with a frequency of 1 Hz is received, microphone 2 selects 
two samples, at t = 0.5 s and t = 1.5 s, microphone 1 will not be able to distinguish between two samples. 
because they have the same phase difference. This illustrates how a sample taken by microphone 2 can be 
mistakenly interpreted as the leading sample of microphone 1 when it is actually behind. Therefore, imposing 
a physical restriction, the signal of the microphone 2 can lie only in the red region (2 / ܶ ± 1ݐ), eliminating any 
uncertainty (each phase difference will have a unique solution). Therefore, taking into account the maximum 
frequency under consideration, the maximum distance should be 

݀ ൌ 	
.ହ∗

ೌೣ
  (13) 

Where C is the speed of sound in vacuum, and fmax is the maximum sound frequency of the device. 
Below are two diagrams illustrating the location and size of the microphone with microphone 1 selected 

as the reference microphone (located at the origin). 

 
Figure 6 – Microphone system (Top view) (left) and side view (top) 

 
Figure 7 – Microphone system (side view) 
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For each angle of sound arrival to the structure of the tetrahedral microphone, there is a unique set of 
delays by which the audio signal reaches various microphones. Having found these delays between the 
signals, we can determine the angle of sound arrival. 

 
Figure 8 – Determination of the azimuth of the object 

Step one is to set one of the microphones as the default reference microphone. When a sound wave is 
received by an array, other microphones will receive a signal with a negative or positive time delay compared 
to a reference microphone. Since the array is designed so that the maximum distance between the 
microphones is less than half the wavelength of the highest frequency, there will be a unique delay for each 
microphone and reference microphone for each direction in the sky. In a 2D plane: 

 
Figure 9 – Diagrams depicting the position of a 2D microphone (left)  

and calculating the delay of a point product (right) 

The following relationship, obtained from the figure above, is then used to determine the position of the 
sound source (drone): 

݀ௗ ൌ 	С ൈ ݔ ൌ 	݉ ൈ  (14)  ݓ

Where x0 is the delay of the sound stream, C is the speed of sound, ܟ is the unit vector indicating the 
direction of propagation of the wavefront of the sound signal, and ܕ is the microphone position vector. 
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The result of the determination in two-dimensional space can be translated into three-dimensional, to 
determine the location of the UAV in a three-dimensional coordinate system. 

From expression 14, it turns out:  

ݔ ൌ 	
ൈ௪

С
  (15) 

 

ݔ ൌ 	
ೣ௪ೣା௪ା௪

С
  (16) 

There is a unique delay between each microphone and the reference microphone, so this result can be 
superimposed on each pair of microphones, which includes the reference microphone. The result is three 
equations with three unknowns ݕݓ ,ݔݓ and ݖݓ, since three microphones other than the one selected were 
chosen as the reference. This system of equations can then be solved using the Gaussian elimination method 
or other mathematical methods to determine the components of the direction vector of the wavefront of the 
UAV sound signal and by expanding the direction of UAV movement. 

The last step is to use the trigonometric ratios of the direction vector components to calculate the azimuth 
pair and the UAV elevation angle relative to the device (or, more precisely, the reference microphone) that 
provides the UAV location in terms of elevation and azimuth. 

 ;߶cosߠcos− = ݔݓ
 ;߶sinߠcos− = ݕݓ
 .߶sin −= ݖݓ

Where ߠ is the azimuth, and ߶ is the elevation angle from the source to the sound source. The negative 
sign is due to the fact that the UAV position vector has a direction opposite to the wavefront vector. 

Summary 
It is possible to detect and identify UAVS to prevent collisions [19]. Acoustic sensing can be a viable 

technology for creating an Autonomous collision avoidance system. However, the results regarding the 
system's ability to localize and track detected targets still need to be worked out to reduce the number of false 
positives. You can also use multiple arrays to further extend the identity system. For example, the 
modernization of the array of microphones electro-optical (EO), infrared and radar detection systems. Also, 
since the direction of the motor noise remains constant with respect to the array of microphones, this 
information can be used to further improve the localization characteristics of the source, by suppressing the 
noise of its own blades and motors is an interesting topic for future research. 

References 
 Geyer, C.; Singh, S.; Chamberlain, L. Avoiding Collisions between Aircraft: State of the Art and 1.

Requirements for UAVs Operating in Civilian Airspace; Technique Reports; CMU-RI-TR-08-03; 
Robotics Institute, Carnegie Mellon University: Pittsburgh, PA, USA, 2008. 

 Finn, A.; Franklin, S. Acoustic sense & avoid for UAV’s. In Proceedings of the 7th International 2.
Conference on Intelligent Sensors, Sensor Networks and Information Processing (ISSNIP), Adelaide, 
Australia, 6–9 December 2011. 

 Zelnio, A.M.; Case, E.E.; Rigling, B.D. A low-cost acoustic array for detecting and tracking small RC 3.
aircraft. In Proceedings of the 2009 IEEE 13th Digital Signal ProcessingWorkshop and 5th IEEE Signal 
Processing Education Workshop, Marco Island, FL, USA, 4–7 January 2009. 

 Case, E.E.; Zelnio, A.M.; Rigling, B.D. Low-cost acoustic array for small UAV detection and tracking. In 4.
Proceedings of the 2008 IEEE National Aerospace and Electronics Conference, Dayton, OH, USA, 16–18 
July 2008. 

 Zelnio, A.M. Detection of Small Aircraft Using an Acoustic Array;Wright State University: Fairborn, OH, 5.
USA, 2009. 

 Sutin, A.; Salloum, H.; Sedunov, A.; Sedunov, N. Acoustic detection, tracking and classification of low 6.
flying aircraft. In Proceedings of the 2013 IEEE International Conference on Technologies for Homeland 
Security (HST),Waltham, MA, USA, 12–14 November 2013. 

 Salloum, H.; Sedunov, A.; Sedunov, N.; Sutin, A.; Masters, D. Acoustic system for low flying aircraft 7.
detection. In Proceedings of the 2015 IEEE International Symposium on Technologies for Homeland 
Security (HST), Waltham, MA, USA, 14–16 April 2015. 

 Nielsen, R.O. Acoustic detection of low flying aircraft. In Proceedings of the IEEE Conference on 8.
Technologies for Homeland Security, Boston, MA, USA, 11–12 May 2009. 



322 

 Ferguson, B.G. A ground-based narrow-band passive acoustic technique for estimating the altitude and 9.
speed of a propeller-driven aircraft. J. Acoust. Soc. Am. 1992, 92, 1403–1407. [CrossRef] 

 Sadasivan, S.; Gurubasavaraj, M.; Sekar, S. Acoustic signature of an unmanned air vehicle exploitation 10.
for aircraft localisation and parameter estimation. Def. Sci. J. 2002, 51, 279. [CrossRef] 

 Tong, J.; Xie, W.; Hu, Y.; Bao, M.; Li, X.; He, W. Estimation of low-altitude moving target trajectory 11.
using single acoustic array. J. Acoust. Soc. Am. 2016, 139, 1848–1858. [CrossRef] [PubMed] 

 Ferguson, B.G.; Lo, K.W. Turbo-prop and rotary-wing aircraft flight parameter estimation using both 12.
narrow-band and broadband passive acoustic signal processing methods. J. Acoust. Soc. Am. 2000, 108, 
1763–1771. [CrossRef] [PubMed] 

 Reiff, C.; Pham, T.; Scanlon, M.; Noble, J.; Landuyt, A.V.; Petek, J.; Ratches, J. Acoustic Detection from 13.
an Aerial Balloon Platform; US Army Research Laboratory: Adelphi, MD, USA, 2004.  

 P. Misra, A. A. Kumar, P. Mohapatra, and P. Balamuralidhar, “Aerial drones with location-sensitive 14.
ears,” IEEE Communications Mag. vol. 56, no. 7, pp. 154-160, Jul. 2018. 

 S.Allen Broughton, Kurt M. Bryan-Discrete Fourier Analysis and Wavelets,Wiley, 2008, ISBN: 978-0-15.
470-29466-6. 

 G. Sinibaldi and L. Marino, “Experimental analysis on the noise of propellers for small UAV,” Appl. 16.
Acoust., vol. 74, no. 1, pp. 79–88, Jan. 2017. 

 Rabiner L.R. Hidden Markov models and their application in selected applications for speech recognition: 17.
Overview // IEEE, vol.77, no. 2 February 1989 — pp. 86–120. 

 Lie N. V. Speech pre-processing for speech recognition system / N. V. Lie, D. P. Panchenko // Young 18.
scientist. — 2011. — no. 5. vol. 1. — pp. 74-76. 

 Deller, R. Jr., Hansen, H. L., Proakis, G. Discrete -Time Processing of Speech Signals / John R. Deller, 19.
Jr., John H.L. Hansen, John G. Proakis. – Wiley-IEEE Press, 1999. – 936p. 

 Meshcheryakov R.V., Bondarenko V.P. Dialogue as a basis for construction of speech systems // 20.
Cybernetics and Systems Analysis 44 (2), 175-184 

  



323 

A.E. Ananenkov, D.V. Marin, V.M. Nuzhdin., V.B. Schneider 

INTERFEROMETRIC RSA FOR THE ICE SITUATION MONITORING 

Moscow Aviation Institute (National Research University), Moscow, Russia 
vschndr@gmail.com 

 Abstract 
The goals, tasks and ways of constructing a miniature RSA suitable for installation on small-sized 

unmanned aerial vehicles are considered. The estimates of the technical and some tactical characteristics of 
the radar being created are given. The results of flight experiments with radar prototype equipment are 
discussed. 
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unmanned aerial vehicle, all-weather round-the-clock surveillance, radar image, antenna aperture synthesis, 
interferometric signal processing. 
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Introduction 
To conduct successful economic activities in the Arctic and solve a number of scientific problems, it is 

necessary to monitor the ice situation (MIS) – regular observations of the distribution, characteristics, and 
dynamics of sea ice. Depending on the frequency and area of simultaneous surveys, the MIS systems are 
divided into three main categories: strategic, operational and tactical. 

From the beginning of the twentieth century, the main means of tactical ice reconnaissance was the 
visual observation of sea ice from aircraft carriers. However, the difficult weather conditions in the region 
required the use of meteo-independent observation tools - radar. In 1966, since the launch of the Cosmos-122 
satellite, the use of satellite imagery for strategic monitoring and mapping of ice formations began. At the 
same time, the main drawback of orbital carriers became obvious - the lack of efficiency in obtaining data 
associated with both the parameters of the orbit and the process of receiving and transmitting the MIS data. 
Therefore, the orbital MIS system was supplemented since 1968 by side-view aviation radar stations (without 
aperture synthesizing) Toros («Торос») and Thread («Нить»), which made it possible to proceed to 
operational radar ice observations. Later, the aviation complex of the two-frequency radar station of the side 
view “Iceberg - cut” (JSC "Scientific-Production Enterprise" Radar MMS ") [1] was created. 

In the high-latitude regions, it is still difficult to ensure the necessary regularity and efficiency of radar 
surveying of ice formations by a group of spacecraft (despite the launch of the Russian “Severjanin-M” 
satellite radar for ice reconnaissance developed by NII TP [2]), and difficult weather conditions do not allow 
to ensure the regularity of observations by optical means. Regular ice monitoring is necessary to increase the 
speed of vessels on the Northern Sea Route, to ensure the safety of operations on the shelf drilling platforms, 
when establishing communication with islands away from the mainland, in emergency situations, in the 
interests of special ministries and departments. In addition, the operational ice monitoring complex will 
significantly simplify navigation in the mouths of northern rivers, the Bay of Ob river and similar regions of 
the North. 

Until now, the main source of tactical ice information is visual ice reconnaissance using manned 
helicopters based on icebreakers. Visual aviation inspection is also used to ensure safety during the operation 
of drilling platforms. This monitoring technology is associated with high costs for the operation of aircraft, the 
need to maintain appropriate infrastructure and the inevitable risk to the lives of pilots and observers in the 
difficult weather conditions of the Arctic. 

The need for the widespread introduction of unmanned aerial MIS vehicles in this area is due to the 
ability to reduce the risk of loss of human life and the cost of monitoring, taking into account the lower cost of 
flight hours, to eliminate the need to create and maintain readiness of the landing field or helicopter platforms. 
The most promising in terms of reducing the costs are small-class UAVs, the explosive growth of interest in 
which is observed all over the world today. 
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International experience shows the desire to create radar monitoring tools for unmanned carriers and, if 
possible, reduce their weight and size characteristics, since UAVs with low take-off weight do not allow the 
use of radar samples developed for traditional aircraft. As a result, the creation of compact radars with 
synthesized antenna aperture (RSA), which allows reducing the size and weight of the antenna system 
qualitatively, requires the development of specialized solutions. Practical work on their creation is carried out 
by experts in Germany, USA and Russia. MicroSAR and NanoSAR [3, 4] can be mentioned as the most well-
known examples of successfully implemented projects. 

An additional advantage in expanding the scope of such RSAs usage can be obtained by implementing 
the restoration of the heights of the underlying surface in a single pass by interferometry methods [5]. The 
most obvious areas of application for interferometric small RSAs include: 

 operational monitoring of the ice situation to search for divorces that pose a threat to icebergs, both in 
the interests of escorting ships and ensuring the safety of oil-producing platforms in the northern regions of 
the world ocean; 

 operational monitoring of the situation in flood zones, ice jams on rivers, avalanche zones, landslides 
and mudflows; 

 operational monitoring of oil pipelines to detect fistulas (oil leaks) and critical deformations caused by 
the soil subsidence. 

Such a tool will be especially effective in obtaining comparative images of the same area of terrain 
periodically with a small time interval for observing the situation dynamics. 

MAI(NRU) technical background 
At present, the MAI (NRU) has developed and tested a compact multi-mode on-board radar system 

(MMBRL) of the Ku-wavelength range for remote sensing of the Earth from a UAV. The key features of the 
MMBRL are the ability to monitor the earth's surface in various modes, and the transition from mode to mode 
is carried out by the operator in real time, without requiring landing of the UAV carrier. Its appearance is 
shown in Figure 1, the characteristics are shown in Table 1. 

 
Figure 1 – 3D MMBRL layout model 

Table 1. Main MMBRL technical characteristics 

Parameter Value 

Aircraft speed (V), km / h 80…220 

Flight height (H), m 30…7000 

The angle of the antenna survey in azimuth, degree -85…+85 

Signal wavelength, cm 2 

Transmitter impulse power (Pi), W 200 

Surface mapping range, km 40 

Maximum geometric resolution, m 0,5 

Spectrum width, MHz 640 

Weight, kg 40 
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Analysis of the characteristics given in Table 1 shows that the mass of the MMBRL is too large to be 
installed on small-class UAVs, so it was decided, using the experience of previous developments, to create an 
interferometric radar with an aperture synthesizing and not exceeding 10 kg in weight. 

Characteristics and functional diagram of the radar prototype being created 
The prototype of the radar being created represents a panoramic short-range front-end radar sensor with a 

chirp probing signal and a homodyne reception method [6, 7]. A structural diagram of the prototype [6] is 
shown in Figure 2. 

 
Figure 2 – A generalized block diagram of the created radar prototype equipment 

 The receiving-transmitting antenna is made in the form of a narrowly directed traveling-wave antenna. 
To control the scan in the azimuth plane, the antenna position sensor is installed. The microwave unit consists 
of three separate modules: a transmitter module, an attenuator module and a balanced mixer module, which 
are desirable to be integrated into one for mass production. The transmitter module contains a high frequency 
generator (HFG) with an amplifier. In the transmitter unit, frequency modulation of the probing signal is 
provided using the “Chirp Modulator”. A periodic ramp signal is used as the modulating signal. The balanced 
mixer module is designed to multiply the input signal reflected from the target with the reference signal 
previously obtained from the directional coupler. The digital signal processing unit (DSP) consists of three 
main modules: an analog-to-digital converter (ADC), a clock pulse generator (CPG), and an interface with a 
digital computer. 

 The clock pulse generator (CPG) provides the formation of all service and control signals and 
frequencies. The COS modulator is used to form the time window with which the beat signal is multiplied. 
Using the time window allows to suppress the parasitic amplitude modulation of the transmitter and reduce the 
level of the beat signal spectrum side lobes. 

 An amplifier with quadratic frequency response is used to compensate the dependence of the beat signal 
amplitude on the distance to the target from which the reflected signal comes. Using this amplifier allows to 
reduce the dynamic range of the signal applied to the ADC input. 

The power supply provides the possibility of long-term operation from both AC 220V/50Hz and the 
aircraft’s on-board electrical system. 

The on-board digital computer calculates the spectrum of the beat signal for each reflected signal, and 
thereby forms one column in range of the radar image being generated. Accumulating separate columns of 
radar image in the process of antenna scanning in the azimuthal plane, computer forms the primary radar 
image in azimuth-distance coordinates and processes it for presentation on the indicator. The problem of 
creating a wideband amplifying device with a wide dynamic range can be circumvented in our case by using 
homodyne reception (multiply reducing the band of received signals) and frequency-spreading the received 
signals, which allows a significant narrowing of the dynamic range of the amplified signals at the output of the 
last stages of the amplifying device. 

Construction of interferometric RSA 
To create such a RSA, homodyne radar equipment with a fixed antenna located along the flight line must 

be supplemented with a second identical receiving path and a second antenna. The antennas of the receiving 
paths should be spaced vertically on the base, ensuring the unambiguity of the height measurements at the 
chosen distance. RSA being created, should form radar images (RI) of the underlying surface with a resolution 
in range and azimuth of the order of 1 m in a 3 km viewing range from a height of about 1 km. The width of 
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the microwave signal spectrum necessary to ensure the required resolution in range (at the near edge of the 
capture band), taking into account the loss on apodization, is 300 MHz. Taking into account the difficult 
weather conditions of the Arctic region, we will choose an emission wavelength of - 3 cm, which has a low 
attenuation. 

The evaluation of the RSA energy when mapping the underlying surface, carried out according to the 
radar formula [5], shows that with the required signal-to-noise ratio q=20 dB at the maximum working 
distance, antenna gain G=26.4 dB, UEPR of the underlying surface  = -20 dB, the power of continuous 
radiation with the selected modulation should be P = 15 W. The main technical characteristics of the 
interferometric MIS RSA are summarized in Table 2. 

Table 2. Main technical characteristics of RSA for MIS 

Parameter Value 

Aircraft speed (V), km / h 30…50 

Flight height (H), m 500…1500 

The width of the antenna radiation pattern in azimuth, degree 4 

The width of the radiation pattern of the antenna on the slope, degree 23 

Radiation wavelength, cm 3 

Transmitter power, W 15 

Surface mapping range, km 4 

Maximum geometric resolution, m 1 

Spectrum width, MHz 300 

Weight, kg less than 10 
 

The requirements for the RSA antenna system are contradictory: on the one hand, it is necessary to 
provide sufficient suppression of the side principal maximums of the synthesized radiation pattern and the 
greatest possible gain of the useful signal (which requires an increase in antenna area); from the other hand, 
real antenna beam should be wide enough to minimize losses from random rolls and fluctuations of the course 
angle during the movement of a light carrier in air flows at low altitude. 

To increase the RSA energy, we choose an azimuthal opening of 0.5 m. The width of the beam in 
azimuth will be about 4 degrees. Such a wide beam in azimuth allows the use of incoherent accumulation of 
up to 4 frames of radar images to reduce the level of speckle noise. In this case, the requirements for the 
accuracy of maintaining the course angle will be less than ±1.5 degrees. To ensure the required capture 
bandwidth, the antenna beam width should be at least 23.5 degrees, which is provided in the X-range of 
wavelengths with an aperture of 9 sm. 

In our case, the problem of creating a broadband amplifying device with a wide dynamic range can be 
circumvented by using homodyne reception (multiply reducing the band of received signals) and frequency-
spreading received signals according to the technology described in [6]. This allows the output of the last 
stages of the amplifying device to achieve a significant narrowing of the dynamic range of the signals [7, 8]. 

Let us estimate the beat signal band Fb to be amplified, digitized and processed: 

ܨ ൌ
ଶ∆ிிмோ


; (1) 

where: 
F – is the microwave signal band that provides the necessary resolution by the delay (300 MHz), 
Fм – is the modulation frequency of the radiated signal (1 kHz), 
R – is the maximum distance to the observed objects (3740 m), 
c – is the speed of light. 
Thus, the required band Fb for amplifying and processing the received signals will be 7.5 MHz, which 

allows the use of cheap, light and low-consuming equipment for amplifying, digitizing and processing radar 
signals. 
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Let us consider an algorithm for forming an estimate of the relief height, assuming that the on-board 
computer has two associated matrices of complex amplitudes of signals received at the antennas A1 (i, j) and 
A2 (i, j). The indices i and j correspond to discrete readings of the range and azimuth, respectively. 

The computer must implement the procedure of multiplying the conjugate complex amplitudes, as a 
result – we get the matrix of the following form: 

         1 2
2 , ,*

1 , , , j i j i jA i j A i j a i j e        ; (2) 

where   2
,a i j  – power factor proportional to the intensity of signals received on two antennas, or the radio 

brightness field, 
      1 2, , ,i j i j i j      – phase distribution or phase difference field. 

 Let us consider the dependence of the phase difference of the signals for some fixed value of the 
azimuthal coordinate j = const and variable slant range R = i ΔR. The analysis of this dependence is carried 
out at different angles of inclination of the antennas aperture base - θо, relative to the direction of the local 
horizontal. The geometrical relationships used are explained in Figure 3. 

 It is easy to show that the phase difference  ,i j const   will be determined by the following 

expression: 

     
2

0 0, cos 1 sin
H H

R j const kD
R R


                

; (3) 

 

Figure 3 – Geometric relations in the interferometer 

where: k = 2π / λ is the wave coefficient, D is the separation base of receiving antennas, H is the antenna 
system phase center height above the reflecting surface. 

The graphs of the normalized phase difference, with different angles of base inclination - θо, are shown 
in Figure 4. These graphs were obtained in the absence of uneven terrain (flat horizontal reflecting surface) 
and constant altitude of air carrier (H = 1000 m). 
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Figure 4 – The normalized dependence of the phase difference (in radians) at a  

constant height H and a variable slant range R in kilometers  
(for setting angles θо = 0; 23.5; 45; 60 and 90 degrees)  

at the ratio d/λ = 20 

To obtain the relationship of the phase difference with the height of the irregularity h (discriminatory 
characteristic), we differentiate the function of the phase difference with respect to the variable H and write 
the product of the derivative by the variable h, which will give us the desired characteristic. 
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; (4) 

 Expression analysis shows that the maximum slope of the discriminatory characteristic is realized at θо = 
0, increasing the angle of inclination to θо = 90 ° leads to a decrease in the slope and, accordingly, to a 
decrease in the sensitivity of the interferometer. The slope decreases inversely with the range at which the 
estimated elevation of the relief above the average level is located. An example of a discriminatory 
characteristic for installation angles θо = 0; 23.5; 45; 60 and 90 degrees, D / λ = 20 and for an average range 
of R = 3600 m, and H = 1000 m, are shown in Figure 5. 

A change in the angle of inclination in the range of values θо = 0 ° ÷ 60 ° does not reduce the 
interferometer sensitivity, therefore, the angle θ ° = 60 ° can be considered as the working angle of the antenna 
base inclination. 

Since the conducted studies showed the possibility of implementing equipment with the required 
characteristics, the manufacture of an experimental sample of an interferometric RSA MIS was started. The 
appearance and characteristics of the antenna module directivity pattern are shown in Figure 6. In parallel, the 
development and testing of software and algorithmic tools for obtaining radar images, including the 
reconstructed information about the height of the underlying surface, was carried out. At the first stage, 
models of background-target environment were used to test the software, and at the final stage, real radar 
signals registered in flight from a prototype radar installed in a flying laboratory were used. Figure 7 shows a 
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RSA image of a terrain area (brightness corresponds to the intensity of reflection) and the same terrain area 
with interferometric processing (brightness corresponds to height). 

 
Figure 5 – Discriminatory characteristic (dependence of the phase difference in radians on the surface height 

in meters) for angles of 0; 23.5; 45; 60 and 90 ° with the ratio d / λ = 20 

 
Figure 6 – The photo of the antenna element during measurements of its parameters (left) and the radiation 

pattern in the elevation and azimuthal planes (right) 

 
Figure 7 – RSA image of the terrain (brightness corresponds to the intensity of reflection) and  

the same terrain with interferometric processing (brightness corresponds to the height) 
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Conclusion 
The appearance, main technical characteristics and proposals for using a miniature interferometric radar 

with antenna aperture synthesizing are formulated to ensure all-weather operational monitoring of the ice 
situation to search for divorces and icebergs that pose a threat to navigation, both in the interests of vessel 
navigation and monitoring of the safety of oil production platforms in northern areas of the oceans. 

Eliminating the risk to human lives, together with the possibility of using small class UAVs as carriers 
with low cost of the complex and flight hour, will dramatically improve the information support of ice 
management systems. The use of radar equipment with interferometric techniques for measuring the height of 
the underlying surface and synthesizing the antenna aperture will allow creating highly detailed maps of ice 
formations, significantly expanding the possibilities of their classification, and allowing timely detecting 
icebergs and assessing their degree of danger. 

The implementation of real-time processing on board of the UAV significantly reduces the flow of 
transmitted data, automation and interpretation of the received images, provides the ability to change 
interactively the flight task during the course laying from the icebreaker vessel. 

The implementation of the proposed solutions allows: 
 to ensure the possibility of producing a radar complex of operational ice monitoring on the basis of a 

small UAV with a minimum life cycle cost and increased reliability; 
 an increase in the reliability of the MIS system by an order of magnitude, an increase in the speed and 

safety of vessel navigation, to ensure the safe and uninterrupted operation of the production platforms on the 
shelf; 

 to reduce operating costs, ensure the possibility of long-term operation of the MIS system with 
maintenance according to the current state, thanks to diagnostics using built-in means of functional control; 

 to eliminate the use of scarce foreign radio components under “sanctions”, increase the technological 
security of the state. 

Therefore, the development of this topic seems relevant and complies with the “Fundamentals of the state 
policy of the Russian Federation in the Arctic for the period up to 2020 and beyond” in the development of the 
information and telecommunication environment in the Arctic. 
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Abstract 
The analysis of the state and directions of development of robotic helicopter complexes. The basic 

principles and tasks of building robotic helicopter complexes are defined. 
Keywords: helicopter, onboard systems, automation, airline artificial intelligence, decision support 

system. 

In modern conditions and expanding the conditions for the use of helicopters in various geographic 
regions and climatic zones, the processes of information-management interaction in the helicopter-crew 
system in a real situation are becoming increasingly complicated. 

One of the ways to improve piloting efficiency and perform tasks is automation of control processes and 
intellectualization the functions of onboard system set for decision making by the helicopter crew during 
individual, group and network-centric use of helicopter complexes and under natural and artificial 
interference. 

The gradual robotization the functions of onboard systems should be directed primarily to the helicopter 
performing tasks in an automatic mode: piloting safety (take-off, flight, landing, hovering), flight along a 
given route, use of special and search and rescue facilities, etc. 

Recently, helicopters have introduced automatic monitoring of the technical condition and diagnostics of 
the main units and power equipment, as well as functional systems of the onboard systems. 

The further process of automating the onboard systems functions of upgraded and new types of 
helicopters will include solving problems in terms of state recognition, communications, information support, 
offshore, search and rescue, and other special tasks. 

For optimal implementation of the whole complex of tasks in the direction of the robotization of the 
onboard systems, structural-functional restructuring and integration of avionics, systems of onboard radio-
electronic equipment (hereinafter - avionics), optical-electronic, radar, navigation and other systems is 
required. Intellectualization of onboard systems, automation of piloting and performance of special tasks, 
operation and efficiency of decision making are the basic criteria for the gradual robotization of the onboard 
systems and helicopter complexes as a whole. 

The main problem of the timing of technical implementation in the field of robotization of the helicopter 
complexes is the current gap between modern scientific theoretical achievements in the field of 
intellectualization of complex systems and applied solutions for their implementation in the onboard 
helicopter complexes. 

The introduction of elements of artificial intelligence in onboard systems the function of a helicopter 
should significantly increase the level and ability of helicopters to perform piloting and special tasks (by 
reducing the time to make a decision (excluding the “human factor” when detecting objects, maneuvering, 
landing, special work, etc.). the crew remains with only the control functions and, if necessary, the operational 
adjustment of the decision support system. 

The tasks of assessing situational awareness, monitoring the condition of helicopter onboard systems, 
optimal development and decision-making should be primarily automated in the process of controlling 
helicopters. In modern high-speed conditions, when solving special and search and rescue tasks, crews are 
affected by significant information and intellectual overloads; therefore, to fulfill an ever-increasing spectrum 
of external factors, it is necessary and expedient to automate and intellectualize decision-making processes 
(with minimal pilot involvement) and create sufficient conditions for transition to the optionally manned 
(robotization of the onboard systems) and unmanned (fully robotized) helicopter complexes. 

When is such helicopter complexes developing, it is necessary first of all to “robotize” the onboard 
systems, the means realizing the principles of artificial intelligence which solving the tasks of safe piloting 
and the effective accomplishment of tasks in different operating conditions and helping to make the best 
decision on the implementation of the flight task. 

At present day, scientific and technical groundwork has been created in scientific centers of the Russian 
Academy of Sciences and industry-specific research institutes for the implementation of phased robotization 
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(general theory of intelligent systems, theory of situational modeling, theory of expert systems, etc.) of 
helicopter complexes. 

Development of functional intellectualization of the onboard helicopter systems, i.e. the ability of the 
onboard helicopter systems to function optimally in changing conditions based on adaptive or heuristic 
algorithms should ensure the following tasks: 

 automation of the control of the onboard systems, including search and rescue, offshore, special tasks; 
 automatic execution of all stages of helicopter piloting (take-off, flight, landing); 
 highly intellectual decision support by the crew; 
 guaranteed safety of automatic flight. 
The level of "intelligence" of the onboard systems should be achieved by using appropriate algorithms 

and programs that ensure the effectiveness of the decision support system. 
In the near future, it is advisable to develop and implement an intelligent decision support system on the 

basic helicopter complexes platforms, which form the basis for the “robotization” of the CCD functions of 
helicopter complexes. 

Decision support system functionality should be provided by the use of: 
 stronger algorithms; one optimal solution is provided with known input parameters (“hard” algorithm); 
 technologies of artificial intelligence using the methods of expert systems, fuzzy logic, neural 

networks, bionics (“creative” algorithm). 
The feasibility of an “intelligent onboard systems” as part of helicopter complexes should be ensured by 

using a promising methodology for constructing a structural-functional onboard systems based on a top-level 
network architecture system (or information management system). 

The top-level onboard systems should ensure the integration of sub-systems, algorithmic problem 
solving, the implementation of decision support system based on artificial intelligence technologies and the 
corresponding software and hardware (super-productive processors, "highly developed" algorithms, high-
speed exchange buses of large bandwidth) and their optimal and effective operation. 

Intellectualization algorithms of the onboard systems will ensure the expansion of the information field 
of structural and functional characteristics and an increase in the available computing power of the onboard 
systems (taking into account the use of the domestic element component base). 

The main areas of robotization helicopter complexes (in terms of the implementation of intelligent 
algorithms) include: 

 implementation of effective mathematical methods for modeling processes and operations (based on 
theoretical and applied mechanisms for numerical modeling of physical processes of systems functioning); 

 systematization, collection and analysis of data on the state of the systems (in the process of solving 
various problems, allowing to obtain patterns and data on the functioning of the systems); 

 development of technologies and tools for operational modeling of complex technical systems. 
Robotics helicopter complexes are a complex process associated with the introduction of advanced 

scientific and technical results in the field of modeling and with the achieved level of technology and 
technological solutions in the field of complex information and control dynamic systems. 

Based on the analysis of modern scientific and technical achievements and the level of the production 
and technological base of developers of onboard systems, step-by-step robotization of helicopter complexes 
can be implemented in 3 stages involving the gradual «adaptation» of a manned helicopter to a robotic 
(unmanned) version. 

At the same time, helicopter complexes can be considered as an element of the automated control system 
(within the network-centric model) and as an autonomous unit capable of independently (or as part of a mixed 
LA group) performing a given amount of tasks (exploration, search and rescue, other special tasks). 

In the basis of this approach, using the example of foreign development programs, it is advisable to apply 
the ideology associated with the evolution (division) of robotic complexes according to the principles: 

 «man in the control system» (human-in-the-loop); 
 «man over the control system» (human-on-the-loop); 
 «man outside the control system» (human-out-of-the-loop). 
In the near future – a manned helicopter can be equipped with a system of intelligent decision making 

(elements) that will provide support to the pilot during the flight. 
In this case, helicopters will be equipped with special software and hardware complexes (without 

interfering with the standard design of the onboard systems). 
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At this stage, piloting should mainly be carried out in a semi-automatic mode, trainings and training of 
decision support system crews are performed with the development of automated control algorithms (at the 
main stages of the helicopter flight), the modernization of the helicopter complexes begins on the basis of a 
unified Computer-Assisted Action Information System. 

In the medium term, the intelligent control system is fully implemented on helicopters. All tasks of the 
CCD VC should be performed in semi-automatic mode, but under the control of the pilot (with the transition 
to semi-automatic or manual control mode, if necessary). 

In this case, all onboard systems helicopter complexes operate in automatic mode, the interaction of the 
helicopter complexes with the automatic control system (hereinafter - ACS), ground control points, ensuring 
accurate exit, and landing are being worked out. Perform special functions of communication with other 
helicopter complexes and aircraft. 

Within the framework of the second stage the following technologies should be implemented: 
 automatic control of group use; 
 decision support system of intellectual support of crews when performing basic flight, tactical and 

special tasks. 
In the long term, the helicopter complexes should perform piloting and solve problems autonomously 

without the participation of the pilot, fully in an automated mode under the control of the decision support 
system (intelligent system), including reconnaissance and special ones in the group of mixed-type aircraft. 

Helicopter complexes of the third stage can be optionally manned (or unmanned), having robotic 
functions, including: 

 the ability to «think» and «make independent» decisions (under the control of a person) with 
significantly better parameters (in terms of speed and accuracy, quality of the decision taken); 

 ensuring full safety of the flight in an automated mode, including as part of a group of helicopters and 
other manned and unmanned aircraft; 

 integration into a unified network-centric control system for aircraft and vehicles (an integral part of 
the interspecific system), ensuring interaction with  unmanned flying vehicles (UAVs), ground control points 
taking into account the analysis of preferred application scenarios, information exchange options and 
management strategies. 
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Abstract 
Strengthening the role of unmanned aerial vehicles (UAVs) for various purposes due to their group use 

allows obtaining a number of advantages in solving a wide class of tasks. At the same time, the new 
advantages of group use of UAVs are due to: the difficulty of separate observation of the group members and, 
accordingly, the difficulties of tracking and target distribution; the inability to serve the entire large group with 
the number of participants exceeding the capacity of the information control system of the opposing side; the 
increase in the behavioral complexity of the UAV in solving various problems through the use of artificial 
intelligence; random change of the spatial position of individual UAVs within the group, preventing their 
detection and selection of virtually all types of information systems. 

The noted advantages of the UAVs groups are especially pronounced in the implementation of such a 
new task as the formation and use of temporary phased antenna arrays (PAA) of large sizes based on 
multicopter for the implementation of long-range radar systems. 

In this regard, the purpose of the report is to present a variant of the algorithm for the formation and 
functioning of such a PAA. On the example of solving the task of maintaining an air object, the features of the 
operation of a radar with a PAA based on a group of UAVs are illustrated. 

Keywords: phased antenna arrays, mobile radar, quadcopter. 

The problem of the formation and functioning of a phased antenna array (PAA) based on unmanned 
aerial vehicles (UAVs) was solved in two stages. 

The first was devoted directly to the removal of all UAVs from the initial points of their ground location 
to points with coordinates set for each UAV in the air and the formation of a stabilized fixed UAV group in 
this way. 

This stage in the work was presented by the results of modeling an algorithm consisting of the following 
steps: 

1) construction of a reference trajectory for each UAV; 
2) calculation of derivatives of the trajectory up to 4th order inclusive; 
3) substitution of the derived derivatives into the laws of control of each UAV; 
4) recalculation of the status of each UAV. 
At the first step, when constructing the UAV reference trajectory, mathematical relations were used for 

models of its movement in the horizontal plane [1] 
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where g  is the acceleration of gravity,   is the roll angle,   is the pitch angle,   is the yaw angle, in the 
vertical plane [1] 
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where f  is the traction force of the engines, m  is the mass of the UAV, and angular motion [1] 
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where Θ  is the vector of Euler angles, ω  is the vector of angular velocity of rotation of the UAV, J  is the 
matrix of inertia moments of the UAV, τ  is the total torque of the UAV screws. 

The second step associated with the calculation of derivatives can be represented by the following 
relationships [2]:  
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where R  and dR  are the current and desired UAV orientation matrix in space, respectively SO(3)  is group 

of orthogonal rotation matrices; ( 1b , 2b , 3b ) is triple of vectors corresponding to the direction cosines 

associated with the UAV, in this case 1db  is determined by the desired UAV orientation around its axis OZ 

when moving along the trajectory as the law of change in time of rotation of the axis OX around the axis OZ 
of the UAV; 3 1d db b  is determined by the vector product of the vectors 3db  and 1db ; 3e  is the unit vector 

of the OZ axis; xk , vk  are some positive constants; xe , ve , Re , e  are UAV following errors along the 

desired trajectory; Ω  and dΩ  are the vector and its desired value of the angular velocity of rotation in the 

coordinate system associated with the UAV;   is the sign of the operation of converting the matrix into a 
vector. 

As a result of performing the second step from (4), we obtain derivatives d  and x  of following along 

the desired trajectory. 
At the third step, the propeller thrust f  and torque τ  as UAV control signals were generated according 

to the laws: 
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Here f  and f  is the thrust vector directed along the Z axis of the UAV, and its module; τ  is torque of 

UAV screws with projections ( x , y , z ) on the coordinate axis; Tc  and Mc  are dimensionless coefficients 

corresponding to the thrust and torque of the screws, respectively; d  is the distance between the center of the 
UAV and the center of its i-th engine; i  is angular rotation speed of the screws of the i-th UAV engine; Rk , 

k  are some positive constants. 
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For the UAV configuration considered in this work in the form of an X-shaped quadrocopter with 
perpendicular guides, the control signals in (5) can be converted into the following form [1]: 
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At the fourth step, the UAV state was calculated according to the model [1], 
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In (6) *e  means the indication of * in the Earth's coordinate system, and *b  – in the onboard coordinate 
system associated with the UAV; p and p  are vectors of coordinates and rates of change for the center of 

gravity of the UAV, respectively; the operation  *


 in (7) means constructing a matrix by a vector * 

The UAV trajectory was drawn according to the model [1] 
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whose kinematics is associated with the representation of the rotation matrix R  from (6) in the form of a 
matrix W  of Euler angles. 

Thus, we obtained the results of modeling the output of a group of 9 UAVs at given points in space, 
illustrated in Figure 1. 
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Figure 1 – An example of the formation of phased array UAV 

The second stage of solving the problem was devoted to the formation of the radiation pattern of 
obtained PAA based on the UAV and the tracking of the air object (AO) during its maneuverable movement. 

The research results of this step are illustrated in Figures 2-4. 

 
Figure 2 – Maintenance of maneuvering AO using PAA based on the UAV group 

 

a) b) 
Figure 3 – Maintenance of maneuvering AO using PAA based on the  

UAV group (a – top view, b – side view) 
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Figure 4 – The appearance of the radiation pattern of  

the PAA when changing its dimension 

In the work, a study was made of the antenna array (see Fig. 5), consisting of 50 × 50 carriers (with an 
emitter and a transceiver module (ETM)). 

 
Figure 5 – An example of a formed PAA 

A cell (10 × 10) corresponds to a carrier (with an emitter and an ETM) operating both in transmission 
and reception. The remaining cells correspond to the carrier (with emitter and ETM), which works only on 
reception. The transmitting area can be moved along the aperture for uniform consumption of energy carriers. 
The size of the transmission region can be increased to obtain a given beam width and level of the side lobes. 

One of the options for the emitter of the array is a log-periodic antenna (see Fig. 6). 

 
Figure 6 – Log-periodic antenna 
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Its main advantages are simplicity of design, low weight, high gain and relatively low level of back 
radiation without a metal screen. The radiation pattern of such an antenna is shown in Fig. 7. 

 
Figure 7 – The radiation pattern of a log-periodic antenna 

Also, studies were carried out on reconfiguration of the PAA in the case of nodes diverging from 0.25λ 
to 0.5λ and from 0.25λ to 0.9λ (here λ is the wavelength of the emitted signal), the results of which are 
illustrated in Figures 8 and 9, respectively. 

 
Figure 8 – Reconfiguration of the PAA in case  
of divergence of its nodes from 0.25 λ to 0.5 λ 

 
Figure 9 – Reconfiguration of the PAA in case  
of divergence of its nodes from 0.25λ to 0.9λ 

The research results confirmed the emergence of standard difficulties for the processing of multi-beam 
patterns for antenna systems. It should be noted that there are various ways to overcome these difficulties that 
determine the various properties of the resulting systems. 
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Abstract 
Future development of photoelectronic devices of JSC “NRI “Electron”, produced on their own 

production and technological base (vacuum and solid-state), are discussed. The devices feature with a high 
level of basic characteristics providing leadership in the market. It is reported about new directions of 
development of new solid-state and hybrid photoelectronic devices, which have the required potential in the 
creation of modern opto-electronic devices and systems. 

Keywords: CCD, photoelectronic devices for IR, VIS and UV, low light level hybrid TV device 
photodetectors, EMCCD on chip, wide-format photodetector, CMOS. 

The company develops and manufactures photoelectronic devices and combined systems based on them 
for various spectral ranges (from UV to near IR) and different fields of applications. Company own 
technological base (vacuum and solid-state) creates a unique opportunity to develop hybrid photodetectors, 
combining the advantages of vacuum and solid-state technologies, as well as the ability to develop 
fundamentally new technologies on an existing base, such as radiation resistant, or with back-side 
illumination, which ensures market leadership in photoelectronic devices [1]. 

 
Figure 1 – Nomenclature 

Based on its achievements, JSC “NRI “Electron” plans in the next 5 years to conduct the following new 
developments of photoelectronic devices: 
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Figure 2 – New developments 

1.Array photodetector of near- and mid- IR ranges with 1024×1024 pixels based on photosensitive 
Schottky diodes 

Currently IR array photodetectors for ground and airborne optoelectronic devices are created on the base 
of hybrid photodetectors, have a small number of elements and high levels on the cooling system, as well as 
complex digital signal processing devices due to the instability of sensitivity parameters of photodetectors. 
The available wide-format IR photodetectors with electron-beam reading system are limited in the frame rate 
of the output information. The application of the proposed for the development MFPU will significantly 
improve the information and operational characteristics, reduce the thermal load of cooling devices, reduce the 
mass and energy consumption of ground, air and space-based equipment.  

High sensitivity and resolution, low level of structural interference and the possibility of its full 
compensation with interframe substraction due to a hard digital raster in the developed MFPU will improve 
the spatial resolution and sensitivity of ground and airborne OES. 

The use of the proposed MFPU will also simplify the calibration of the OES during operation (due to the 
long-term stability of the planned photodetectors), and, as a consequence, reduce the required computing 
resources of the OES. This will reduce the cost of OES creation, as well as its operation. In addition, the use 
of a monolithic silicon photodetector based of Schottky diodes will ensure its stable operation for about 
30,000 hours, which significantly exceeds the lifetime of photodetectors based on MKT. 

2. Low light level hybrid TV device based on electron-sensitive CCD for near IR range 
Currently, television systems used to solve military and civilian tasks are being developed on the basis of 

image intensifiers of  2+ and 3 generation. The sensitivity of such intensifiers is close to theoretically possible, 
which will not allow a substantial increase in the further range of action of television detection and 
recognition systems. The installation of the CCD array inside the vacuum volume of the image intensifier 
dramatically improves the signal-to-noise ratio of the photoelectronic device, since the array unlike the 
microchannel plate, completely accepts the signal flow of electrons. Such devices are characterized by very 
high speed.  

Development of hybrid television module with low light level solar-blind photocathode for the UV range 
will provide both increased sensitivity and improved “solar-blindness”.     

A significant (several times) increase in the range of action is possible due to the transition to the infrared 
diapason of the spectrum up to 1.6 µm. At night, in this diapason, the irradiance of objects is in 10-20 times 
higher than in the range of 0.5-0.9 µm, the contrast of objects increases, and atmospheric losses decrease. This 
allows to increase the range of action of passive systems in 2-2.5 times. In addition, the use of such system 
with laser illumination will provide observation of the image with high resolution, as well as the detection and 
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identification of the target at a distance of up to 20 km. This is in 3-3.5 times more than the best surveying 
systems of 3-5 and 10-12 micron ranges. 

A device containing a TE-photocathode and electron-sensitive CCD array provides 10 times more 
sensitivity than a solid-state analog. 

3. Technology of production of wide-format photodetector array of IR spectral range 
At present, photodetectors based on epitaxial structures of A3B5 are used to obtain a television image in 

the infrared region of the spectrum. Such photodetectors have high sensitivity and resolution, but their 
disadvantage is that in order to provide the necessary photoelectric characteristics, photodetectors require 
cooling to temperatures close to 80 K. This leads to an increase in the weight and size characteristics of the 
equipment, reduces its reliability. Reduction of the weight and size characteristics of the equipment and 
increase of its reliability can be achieved by moving from a cryogenic level of cooling to a thermoelectric 
level. In this regard, the development of photodetectors, characterized by a working temperature sufficient for 
transfer to a thermoelectric cooling level (150-170K) seems relevant.  

4. Development of low light level array EMCCD on chip 
The aim of the work is creation of a large format array CCD with 1024×1024 pixels, improved sensitivity 

to detection of single photon signals and threshold exposure (1-2)×10-6 lx due to electron multiplication in 
CCD additional output register and increase of signal charge up to 1000 times. Such photodetectors, 
comparable in sensitivity to image intensifiers of 2+ generation, are the most important basis for the 
construction of promising high-precision optoelectronic systems of target detection in low light level 
conditions.  

5. Development of photodetectors on the basis of CMOS array 
The aim of the work is to create a large format CMOS array with 1024×1024 elements of higher 

sensitivity 3,2×E8e-/((W/m2)·s), expand significantly the range of photodetector sensitivity (0.2-1.0 μm) and 
increase the maximum of quantum efficiency up to 90% at back-side illumination, that is the most important 
basis for building promising on-board high-precision optoelectronic target detection systems. 

The considered CMOS array will ensure the registration of weak light signals at the level of single 
photons, and also optimize the processes of the array operation control and output digital signal processing, 
which will improve in several times the basic technical characteristics of the onboard optoelectronic 
complexes – dimensional-mass in 1.5-2 times, accuracy and dynamic in 3-5 times.This situation is caused by 
the fact that in modern high-precision optoelectronic complexes a higher frequency of information output up 
to 100 MHz and more is required, which is an unattainable value for currently used photodetectors based on 
CCD, and the use of imported CMOS analogs is associated with sanctions restrictions. 

Airborne systems and complexes of target detection, tracking and aiming, which are in service with the 
Ministry of Defense of the Russian Federation, are oriented by modern optoelectronic devices. There is need 
to improve the accuracy of determining the coordinates, as by increasing the photosensitive array of the 
photodetector up to 1024×1024 elements, so by improving the sensitivity and expanding  the spectral 
sensitivity range at a sufficiently high information processing speed. Therefore, the development of 
optoelectronic devices for onboard equipment of the specified purpose for the promising systems is limited by 
the capabilities of the existing photodetectors based on CCDs.   
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Abstract 
In accordance with the “Fundamentals of the State Policy of the Russian Federation in the field of space 

activities for the period till 2030 and beyond” the key development thrust of Russian manned cosmonautics is 
being towards to the Moon exploration. Two key Russian Moon Exploration Program events shall be: the 
landing of Russian cosmonauts on the Moon in 2030 and the start of manned flights to the Moon on a regular 
basis from 2032. Up-to-date, man activities at LEO are clearly considered to be of applicable nature and this 
activity shifts from “exploration” stage towards “utilization” one. Spacefaring nations are expecting to get 
notable practical results, including commercial benefits and ability to export “space” technologies to domestic 
market, as well as to reach a new “continent” - the Moon. 

It is expected that the profound exploration of the lunar territories will become the main task of the world 
cosmonautics of the 21st century. The restored interest in the exploration of the Moon is largely caused by the 
discovery of the unique regions in the immediate vicinity of the lunar poles that have highly favorable 
conditions for the future deployment of lunar bases. There is hardly ever any sunset in the given regions, as 
well as in the very vicinity thereof there is high probability of sizable lunar ice deposits to be located.  

If any favorable outcomes of these regions investigation are obtained the competition to obtain access to 
the regions under consideration and their resources will unfold, particularly taking into account new 
development trends in international space law. In this very case space robotics gets a new rational field of 
application, as well as its new development vectors are emerging to address the tasks on effective Moon 
exploration and manned missions support. 

In this paper a methodological approach to form a basic set of scenarios and determine the required range 
of spacecraft for the implementation of a comprehensive long-term program of research and exploration of the 
Moon is considered. Baseline scenarios are the input data for the requirements definition to spacecraft, 
including space robotics. An evaluation of the relevance of various baseline platforms of automatic spacecraft 
to accomplish the suggested scientific tasks to support manned missions has been conducted based on the 
analysis of the Russian Academy of Sciences priority tasks in the domain of lunar studies. Requirements for 
the proposed platforms are set within the scope of the baseline scenarios. 

Keywords: the Moon, manned Moon exploration, lunar missions, space robotics, Russian Moon 
Exploration Program, rovers, lunar rovers, service lunar rover. 

1. Approaches to program development on manned research and exploration of the Moon and its 
main stages 

The Moon has suitable conditions and is an accessible testing ground for: 
 development and trying out of new technologies; 
 outer space exploration; 
 scientific research in various science areas; 
 development of not only cosmonautics but also industry and international cooperation. 
 Manned Moon exploration can fall into the three following main stages: 
 The First Exploration Stage – exploration of the Moon by automatic spacecraft (SC), a number of 

manned flights to the Moon orbit and its surface, development of Space Transportation System (STS) to 
maintain people and cargo deliveries, trying out of critical technologies. On this stage the possibility and 
feasibility of lunar base development either on the Moon surface or on its orbit is investigated. 

 The Second Stage – construction of manned lunar base of entry-level configuration and development of 
infrastructure ensuring manufacturing of life support system components and resources to make continuous 
presence of people on the Moon possible, as well as construction of scientific, test, and production facilities. 
On this stage the evaluation of lunar base expansion feasibility is investigated. 
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 The Third Stage – expansion of the lunar base and development of a closed-loop life support system that 
uses lunar resources to maintain its operation; setup of propellant components production and use of this 
propellant for the transport system; extraction of oxygen, water, metals, construction materials and other 
elements from the lunar resources.  

The Moon research and exploration program shall aim at delivery of a long-term integrated and 
interconnected scientific and technological program rather than at sole delivery of a demonstration program. 

It is obvious that the up-to-date spacecraft being under development and state of their readiness is clearly 
considered to be insufficient for fulfillment of the objectives set. 

To develop the long-term integrated program a list of baseline scenarios aimed to achieve strategic goals 
is being developed. These scenarios are to be implemented at the initial stage with the use of existing 
spacecraft and spacecraft under current development taking into account their development time and state of 
readiness. The scenarios under consideration are the input data for defining the requirements to conceptual 
designs of spacecraft, including space robotics. 

The mission scenarios shall include a more extended list of spacecraft and specify requirements to their 
functionality and availability dates based on the needs of successful accomplishment of both scientific and 
technological tasks. Scientific and applied purposes and tasks shall be distributed on time and Moon 
exploration stages basis in the course of scenarios development process, having regard to launch vehicle 
capabilities, as well as to capabilities to developed required spacecraft. Spacecraft shall be subdivided into 
basic platforms both based on dimensional characteristics (light-, heavy- and super heavy classes) to 
correspond to LV dimensions and on spacecraft classification (landing platforms, rovers, landing and 
launching platforms). The proposed approach will allow for reduce in the dimension of the task of 
optimization of required range of spacecraft, functional and technical requirements for them and their 
development sequence, and focus on optimizing the range of “baseline spacecraft” (BS) and “baseline mission 
scenarios” (BMS) to ensure the implementation of the manned cosmonautics development strategy adopted. 

Development of off-the-shelf basic platforms of different dimensions could allow not only to decrease 
expenditures on development of new spacecraft due to the continuity of technologies and technical solutions, 
but also to adapt these platforms flexibly to solve various specific tasks and to develop gradually new 
technological solutions during the missions to be performed. 

Basic architecture of spacecraft and mission scenarios is used for specification of functional and 
technical requirements to advanced manned systems and complexes to develop potential pre-design concepts 
of spacecraft, to define the list of the required technologies, as well as to evaluate the feasibility of the manned 
spacecraft development concept adopted.  

Such approach (see Fig.1) ensures generation of interconnected activities (projects) list; their proper 
performance in an appropriate timeline will ensure implementation of the adopted development strategy. 

A significant practical effect of the given approach is a direct association of the technologies list to the 
mission scenarios and the spacecraft involved.  

 
Figure 1 – Development algorithm for Moon research and exploration program,  

list of spacecraft and requirements to them  

2. Priority robotic spacecraft to use in the Moon surface exploration program 
To develop a scientific program on the Moon research and exploration the Council of the Russian 

Academy of Sciences for space has drafted proposals to be included in the “Program on the Moon Research 
and Exploration for the period till 2030 and beyond” among which the following list of high-priority research 
areas can be emphasized: 
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 selection of location and operation principles for the lunar base (water and volatiles deposits 
exploration, exploration of other minerals, in-situ technologies trying out, regolith layer depth and cavities 
sizes determination, hazards analysis, biomedical research to be performed on the Moon, lunar lava tubes 
exploration, etc.) 

 clarification of the Moon origin and evolution data (regolith analysis down to 30-meter depth, 
seismology, gravity measurements, thermal monitoring, research of the Moon using magnetic methods, etc.) 

 search for interstellar substance (of comet origin) on the Moon (interstellar and interplanetary dust 
research, comets impact locations research – search for water, minerals, compounds, etc.) 

 research of the Sun and the Earth (the solar corona and solar wind research, Moon-based Earth 
observation, etc.) 

 outer space research (radio astronomic surveys performed from the far side of the Moon, cosmic rays 
spectrometric measurements, etc.) 

For a number of experiments/projects/tasks suggested by the Council of the Russian Academy of 
Sciences for space, deployment of scientific equipment on the Moon surface will allow for overcoming a 
range of significant constraints, inherent to research performed on the Earth and orbiters, and obtain 
completely new results not available to obtain in the frame of the on-going projects. However, taking into 
account complexity of not only installation, but also setting of the scientific equipment, required for the 
implementation of the given projects, cooperative operation of both robotic spacecraft and cosmonauts is 
required. To perform a number of operations requiring high level of accuracy and related to fast-evolving 
consequences that may occur due to the operation error or inaccuracy, the cosmonaut may require direct 
control of the robotic spacecraft ensuring minimal time lags. It is expected that within the manned flights there 
will be an opportunity to service, repair and replace individual units of the automatic scientific stations on the 
lunar surface to extend their operation lifetime. One of the main tasks can also be the repair and retrofitting of 
lunar research rovers. 

As was stated above, the initial stage of the Moon research and exploration is characterized by the 
requirement to solve a wide range of interrelated fundamental and applied problems. Consequently, the main 
scope of work of the first manned flights will include implementation of a scientific research and prospecting 
and exploration program. Taking into account limited resources required for the implementation of manned 
flights, cosmonauts’ professional activity to be performed on the Moon shall focus on the solution of such 
tasks that cannot be performed without a man in-the-loop. 

Based on the analysis of Council of the Russian Academy of Sciences for space proposals to be included 
in the “Program on the Moon Research and Exploration for the period till 2030 and beyond”, an evaluation of 
the relevance of various baseline platforms of automatic spacecraft to accomplish the suggested scientific 
tasks has been conducted. The evaluation outcomes are presented in Figure 2. In the framework of the given 
proposals 17 lines of research have been distinguished (some of the experiments have been combined in one 
group). The column “Portion of scientific tasks to be solved” represents percentage of the scientific tasks that 
can be solved using the given spacecraft to the total number of tasks. In-between parenthesis, in the “Portion 
of scientific tasks to be solved” column the values of this parameter are specified taking into account the 
requirement to deliver lunar rovers of the corresponding dimensions to the surface of the Moon. 

Based on the information in Figure 2, we can suggest that the most highly-demanded mobile vehicle 
platform to perform the tasks under consideration is heavy-class lunar rover platform (mass – 1-2 t) that can 
be used to perform 70.5% of the most relevant Moon research and exploration program scientific tasks. The 
light-class lunar rover platform with mass of ~ 500 kg is to be used for performance of 47% of the tasks given, 
while its lighter modifications with mass of ~ 300 kg can ensure performance of only 23.5% of the tasks. 
Significant decrease in percentage of the tasks solved with the decrease in the mass of the light-class lunar 
rover is caused by a significant decrease in the designed capacity of the platform payload. For the experiments 
requiring installation of small-scale scientific equipment as mobile platforms payload, based on the weight-
and-dimensional characteristics analysis results it was demonstrated that to perform most of the experiments 
under consideration light-class lunar rover would be enough to use. However implementation of a heavy-class 
lunar rover can ensure successful performance of combination of tasks to be performed by several light-class 
lunar rovers within a single mission, thus this very rover is considered to be more operationally efficient. 

Medium-class Reusable Automatic Landing and Launching Platform (MBVPK) can be used to perform 
52.9% of the scientific tasks under consideration provided it would have a manipulating device with 
interchangeable equipment and drilling capability. 
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Figure 2 – Evaluation of relevance of various baseline platforms of automatic spacecraft required  
to accomplish scientific tasks from among Council of the Russian Academy of Sciences for  

space proposals to be included in the “Program on the Moon Research and Exploration  
for the period till 2030 and beyond” 

3. Scenarios with scientific heavy-class rover platform to support manned missions to the surface 
of the Moon 

After the completion of a number of systems and subsystems trying outs onboard the automatic 
spacecraft, as well as conduction of the Moon surface remote sensing, exploration of the Moon surface in 
near-polar area including cryogenic drilling and delivery of lunar regolith samples to the Earth and 
specification of the landing site for the first manned missions using Luna 25 – Luna 28 spacecraft, the delivery 
of a heavy-class lunar rover is reasonable to be performed in 2029 to conduct deeper geological surveys and a 
unified heavy-class landing platform (Luna 29 spacecraft) trying out. At the initial stage, the spacecraft can be 
used to perform geological and fundamental surveys, collect a significant number of lunar regolith samples 
and drilling samples on its way and deliver them to the first manned mission landing site. The results obtained 
from scientific heavy-class lunar rover can help to specify the cosmonauts’ potential landing site and an area 
for the future deployment of the visited base on the Moon surface. 

After the first manned mission cosmonauts meet the Luna 29 scientific heavy-class lunar rover it can 
serve cosmonauts as a mobile scientific laboratory and accompany them within the expedition period, 
transport collected samples, supply power to the scientific equipment and transport Automatic Scientific 
Stations (ASS) from the Lunar launch and landing complex (LVPK) or MBVPK to the location of installation 
to be performed by the cosmonauts or lunar rover manipulating device, perform in-situ analysis of regolith 
composition and physical and chemical characteristics (depending on the selected payload), drill the moon 
regolith upon the cosmonaut’s command, perform express analysis of water and hydrogen presence in the 
regolith and perform other functions. The lunar rovers payload allows for determination of the principal 
geological composition of the area under investigation using the contact investigation methods that could not 
be replaced by noncontact ones. Based on the results obtained, evaluation of mineral reserves and their mode 
of occurrence can be performed to develop advanced mining technologies. 

An option of scenario for lunar rover and MBVPK interaction is presented in Figure 3. 
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Figure 3 – Scenario for lunar rover and MBVPK interaction 

Scientific heavy-class lunar rover shall perform the following tasks: 
 delivery and transportation of scientific equipment to the surface of the Moon to be used to conduct 

surveys, operation with the scientific equipment, power supply of the scientific equipment; 
 core drilling along the pre-defined route and collecting of regolith stratified core samples with 

subsequent well logging; 
 cryogenic drilling to perform regolith sampling; 
 collecting and loading of fragments using the manipulating device; 
 regolith samples collecting and logging (individual cell per each sample, each sample has a description 

specifying sampling time, location and coordinates, as well as physical conditions and photo); 
 enroute explosives deployment and detonation in accordance with the pre-defined program to conduct 

active seismic experiment; 
 area photographing and objects photomacrographing; 
 evaluation of mineral reserves; 
 radiation environment measurements; 
 lava tubes exploration possibility; 
 loading/unloading and deployment of container-type Automatic Scientific Stations (ASS) of long-term 

monitoring; 
 loading of regolith and experiment samples to the MBVPK. 
Taking into account the tasks mentioned above, we can develop initial requirements to the scientific 

heavy-class lunar rover to be used for geological survey of the surface of the Moon: 
1) the lunar rover shall be equipped with the manipulation system capable of operation of the scientific 

equipment, collecting material fragments samples, loading and unloading them to the return vehicle to deliver 
to the Earth; 

2) the lunar rover maximum travel range shall be not less than 400 km; 
3) the lunar rover shall be equipped with drilling machine to perform well and core drilling; 
4) the lunar rover shall perform multiple drilling (not less than 5 wells) throughout the entire route; 
5) based on the modular configuration design, the lunar rover shall comprise two independent assembly 

units: chassis and body; 
6) the lunar rover shall be designed with the all-terrain wheel chassis capable of reliable movement in 

loose sandy soil and crossing individual rock obstacles and crater wall slopes; 
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7) the lunar rover shall ensure operation in continuous shaded areas at the bottom of craters where the 
temperature can go down to -230°С. 

One of the design concepts of scientific heavy-class lunar rover is a lunar rover project – “Robot-
Geologist” being developed by Russian State Scientific Center for Robotics and Technical Cybernetics and 
Vernadsky Institute of Geochemistry and Analytical Chemistry of the Russian Academy of Sciences and 
TSNIIMASH, which is presented in Figure 4; and a scientific heavy-class lunar rover developed by Lavochkin 
Research and Production Association and TSNIIMASH, which is presented in Figure 5. 

The heavy-class lunar rover shall perform the tasks to solve in manual, semi-automatic and automatic 
modes, i.e. under the control of: 

 cosmonaut from the Lunar Orbital Station, e.g. from LOP-G; 
 ground station; 
 fully automatic control system. 

 
Figure 4 – “Robot-Geologist” scientific heavy-class lunar rover developed by Russian State Scientific  
Center for Robotics and Technical Cybernetics, Vernadsky Institute of Geochemistry and Analytical 

Chemistry of the Russian Academy of Sciences and FGUP TSNIIMASH 

 
Figure 5 – Scientific heavy-class lunar rover developed by Lavochkin Research and  

Production Association and FGUP TSNIIMASH 

4. Scenarios with manned unpressurized lunar rover based on heavy-class rover platform to 
support manned missions 

At the stage of regular manned flights to the Moon by 2032, starting from regular-basis cosmonauts’ 
interaction with the automatic systems for manned missions support, use of manned unpressurized lunar 
rovers would become efficient, they would allow for significant move away from the LVPK landing site 
during the mission implementation and for significant extension of the area to be explored by the cosmonauts 
with identical spacesuit life-support system resources, as well as for increase in the transported equipment 
mass, use of loading/unloading manipulating device of a larger size comparing to a scientific heavy-class 
rover. Unpressurized manned heavy-class rover can be designed based on the chassis of the scientific heavy-
class rover platform with different body – cabin and payload (Figure 6), it can be delivered using LVPK. In 
this regard, unification of heavy-class rovers platforms would ensure interchangeability of a number of their 
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chassis elements that can be changed by a cosmonaut or service lunar rover if required. A potential 
configuration of a manned unpressurized lunar rover, being developed by Russian State Scientific Center for 
Robotics and Technical Cybernetics, is presented in Figure 6. 

For the first time a manned unpressurized rover has been tested by the American astronauts in the frame 
of manned missions and ensured obtaining of highly-important results that would not be obtained without 
using it. 

	
Figure 6 – A potential configuration of an unpressurized rover being developed by  

Russian State Scientific Center for Robotics and Technical Cybernetics 

5. Scenarios with service-engineering lunar rover to support manned missions  
A service rover to support infrastructure on the surface of the Moon can be designed based on the light- 

and heavy-class rovers chassis. A service-engineering rover can serve as a mobile engineering laboratory used 
by cosmonauts. This platform can accommodate processing equipment to perform experiments on lunar 
regolith baking, various additive technologies trying out (including 3D printing using lunar regolith) and 
others. Upon the completion of experiments program a cosmonaut can take results/samples back to the Earth. 

Not only experiments can be performed but repair works as well, including those using remotely 
controlled manipulating device with interchangeable equipment. Rover of such class could ensure not only 
man-visited infrastructure maintenance (protection coating, replacement of consumable elements, repairing of 
module skin damage, replacement and rerouting of cables on the surface, etc.), but transportation of small-
scale payload, changing of higher heavy-class rovers equipment and their partial repair and maintenance as 
well. 

Maintenance of lunar infrastructure objects by service lunar rovers is considered to be a crucial task, 
since it can ensure a significant extension of operation lifetime of the objects under maintenance, thus 
reducing the need to manufacture and set into operation of new objects (to replace unserviceable ones). This 
can allow for decrease in expenses to be used for development and maintenance of the lunar infrastructure. 

 
Figure 7 – A potential configuration of a service lunar rover based on the lunar rover platform developed  

by Lavochkin Research and Production Association using robotic means of  
Russian State Scientific Center for Robotics and Technical Cybernetics 
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Figure 8 – A potential configuration of a service lunar rover developed by Russian State  

Scientific Center for Robotics and Technical Cybernetics	

6. Scenarios with super heavy-class lunar construction rover 
Beginning with the stage of a man-visited lunar base construction using a modular architecture design 

there will emerge a demand for special-purpose construction machinery capable of performing building and 
construction works under control of a man. Each individual base module will be delivered to the surface of the 
Moon separately. To prevent collisions and potential damages modules of a man-visited infrastructure will be 
delivered to the surface of the Moon a certain distance apart from each other. Upon the completion of soft 
landing the modules shall be unloaded from the landing platform and be transported to each other to be 
coupled by the lunar transport-loading manipulating device. Transport-loading manipulating device can be 
accommodated on the super heavy-class mobile vehicle platform. 

Development of a basic super heavy-class rover platform (approximately 5-6 t) with remote control and 
AI elements will significantly contribute not only to the Moon exploration but to the Moon research as well. 
Availability of even one rover of the type will ensure the use of interchangeable equipment to perform a wide 
range of work (a crane, a bucket, a drilling machine to drill down to 15 meters). 

Thus, the platform under consideration can ensure deployment of not only initial man-visited lunar base 
elements but deployment of lunar observatories and installation of heavy scientific equipment as well 
(experiments suggested by the Russian Academy of Sciences include the tasks that require accommodation of 
equipment with mass of ~ 4 tons on the surface of the Moon which is comparable with the mass of man-
visited infrastructure modules), and set up of experiments that are impossible to conduct with the help of an 
automatic spacecraft of a lighter class or the manned missions crew. 

After the landing on the surface of the Moon the lunar rover shall ensure: 
 performance of construction works related to the installation of manned infrastructure elements in the 

surface of the Moon; 
 performance of landing site clearing to support arrival of cargo spacecraft and manned lunar launch 

and landing complexes; 
 conduct of experiments on regolith excavation; 
 conduct of experimental digging of ditches and trenches; 
 conduct of experimental regolith transportation at various distances; 
 testing of regolith application as a construction material (banking and mounding of habitable 

modules); 
 transportation of large-scale scientific, industrial and processing equipment; 
 performance of lifting and rigging works using a crane; 
 towing of trolleys with heavy processing equipment; 
 performance of work with the manipulating device; 
 power supply of the industrial processing equipment; 
 area photographing and objects photomacrographing; 
 performance of experimental works on extraction of volatile compounds from regolith (hydrogen, 

oxygen, water, helium-3, etc.); 
 performance of experimental works on extraction of chemically bonded elements from regolith 

(oxygen, silica, metals); 
 performance of experiments on thermal processing of regolith (baking, smelting); 
 performance of trying out works on regolith excavating and construction and installation machinery; 
 performance of experiments results/samples loading on MBVPK; 
 operation under control of a cosmonaut from the orbital station, e.g. from LOP-G; 
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 operation under control of ground station. 
Preliminary works are proactively performed by Lavochkin Research and Production Association in 

collaboration with FGUP TSNIIMASH. At a later stage such platform can become a prototype for 
development of a chassis of a manned pressurized rover, while the trying out of its significant part can be 
performed using an automatic prototype. The manned pressurized rover compartment can be arranged on the 
loading platform. Furthermore, using of super heavy-class lunar rover will allow for deployment of a fully 
automatic lunar observatory and perform its maintenance in the future. A potential configuration of the super 
heavy-class construction rover being developed by Lavochkin Research and Production Association is 
presented in Figure 9. 

 
Figure 9 – Potential configuration of a construction rover being developed by Lavochkin Research and 
Production Association and FGUP TSNIIMSH with possible using of robotic means of Russian State 

Scientific Center for Robotics and Technical Cybernetics 

7. Conclusion 
To perform research and exploration of the lunar surface it is reasonable to develop a heavy-class rover 

platform being more efficient than a light-class rover platform in terms of its functionality and prospects of its 
use at the subsequent exploration stages. The use of a light-class rover is efficient only at the early lunar 
exploration stage to perform tasks on trying out of technologies, systems and subsystems. After the 
development of a heavy-class mobile platform, the relevance of the new light-class rovers development will 
significantly decrease. 

Heavy-class lunar rover platform can be used for trying out of radioisotope power source technology that 
can significantly expand potential platform functionality.  

Development of a unified heavy-class mobile platform will ensure development of various specific-
purpose heavy-class rovers on its basis using tried out technical solutions and at minimum expense:  

 scientific-engineering rover designed for minerals exploration, implementation of cartographic and 
other applied tasks, including conduct of fundamental scientific experiments using interchangeable equipment, 
as well as processing experiments (e.g. regolith baking, additive technologies, etc.), can serve as a mobile 
laboratory accompanying cosmonauts during the mission on the lunar surface; 

 service rover for the maintenance of the first infrastructure elements can be used for installation of 
navigation beacons, changing of interchangeable equipment and replacement of consumable elements of the 
man-visited modules, etc.; 

 manned unpressurized rover to extend exploration area in the vicinity of the landing site. 
As a result of the mentioned-above spacecraft development the exploration area on the lunar surface and 

list of tasks to be implemented by cosmonauts could be extended by a several-fold factor. Furthermore, 
spacecraft developed on the basis of a heavy-class rover platform will be in a high demand at the subsequent 
stages of research and exploration of the Moon as well. 

During the Moon exploration spacecraft development the technologies that can be applied in related 
technological areas on the Earth and in space could be developed and tried out, including: 

 radiation- and electromagnetic irradiation-resistant ECB; 
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 compact computing equipment generating minimum heat; 
 artificial intelligence systems, robotic systems and spacecraft automatic control technologies under 

composite topography conditions; 
 technologies and systems of self-contained medical and life support systems; 
 additive technologies used to develop large-scale structures. 
The development of the mentioned-above spacecraft is a precondition for deployment of a serviced 

automatic test site to perform applied scientific experiments and semi-industrial manufacturing works, 
including: 

 transport system with manned and cargo spacecraft, landing and launch modules; 
 uninterrupted power supply facilities; 
 crew accommodation modules; 
 key elements of support systems (retransmission units, medical supplies, robotic equipment to perform 

work on the testing site); 
 equipment to perform scientific research; 
 experimental complexes for utilization of the lunar resources to perform construction and base 

operation. 
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Abstract 
Existing experience in development and utilization of space-purpose robotic systems shows that such 

systems present a powerful and unique instrument in solving tasks related to outer space research activities, 
development of space systems and exploitation of such systems. The main development vector of Russian 
national human space exploration activities is Moon research and exploration. To achieve such a goal it is 
required to start, as in today, developing key technologies in space robotics and manufacturing control means 
for on-planet robotic systems. It would be prudent to use ISS resources to run  advanced technologies and 
space systems to be able to successfully run interplanetary spaceflights and to be able, to build on-planet bases 
as well as to simulate manned space flight to other objects in our Solar System because ISS is a reliable, safe 
and well-equipped platform for implementation of scientific and practical research and experimental activities.   

Keywords: space experiment, Moon, Moon rovers, International Space Station, on-planet robotics, 
orbital station, testing out of technologies, robotic systems, telecommand, human-machine interface. 

1. Existing scientific and technological capacity in frame of space robotics design and advanced 
robotic facilities for Moon research and exploration 

According to the Manned Space Exploration Strategy until 2035, the following tasks are critical [1]: 
 Further exploitation of Low-Earth Orbits (LEO) for the purpose of testing out advanced systems and 

technologies as well as switch to serviceable space on LEO; 
 Moon research and exploration; 
 Generating technological capacity for further human expansion into deep space (towards Mars and 

asteroids).  
To achieve such goals, we need to develop new technologies and create advanced crew support systems 

of on-planet and space base, particularly a wide variety of mission-critical Space Robotics Systems (SRS).  
SRS introduction into space environment will allow cosmonauts to increase the percentage of their time 

which will be used for scientific-technological and research activities resulting from all the time saved on the 
decreased amount of routine work that crews of space crafts (SC) are ought to do in frame of their 
extravehicular activities and activities in pressurized modules. SRS introduction will make it possible to 
increase the safety of conducted space activities, diversify the list of robotic operations  aimed at localizing 
and eliminating off-nominal and  emergency situations as well as support space crew activities, both 
extravehicular and in pressurized modules and, in the long run, even in frame of research and exploration 
activities on surface of the Moon and other planets.  

Main areas of space robotics implementation are: 
 Status control of maintainable objects;  
  Re-docking of space station modules and spacecrafts; 
  Mounting and dismantling activities; 
  Preventing emergency situations; 
  Repair work activities; 
  Maintaining payloads and service systems of space stations; 
  Building protective structures for on-planet manned bases; 
 Technical maintenance of on-planet base elements; 
 Execution support of intra and extravehicular activities of cosmonauts; 
  Taking soil probes from the surface of Solar System objects; 
 Assembling large-scale space systems. 
Currently, national space sector managed to gather a formidable amount of scientific-technological 

capacity in frame of space-purposed SRS design. Particularly, regarding Federal Space Program related 
activities, there are certain achievements made and further research and R&D being fulfilled, aimed at 
designing cargo handling dollies, humanoid robot-assistants, technological mobile rectangular units for 
extravehicular works on Manned Space Complexes (MSC), crew info-support robots etc. But there are other 
issues that exist in this area which have been looked into on a surface level only, that are the things related to 
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on-orbit technical maintenance, assembly-related activities in space environment and space debris disposal. 
These are very pressing issues and they require much more attention from the government. 

Today, the further development vector of the whole space industry is Moon research and exploration.  
Moon exploration may comprise the following stages: 
1. «Preparation» - 2022 – 2029. 
2. «Outing» - 2030 – 2032. 
3. «Outpost» - 2032 – 2035. 
4. «Base» - 2035 onwards. 
Each stage has a set of unique tasks to solve. These tasks define baseline scenarios of missions (manned 

and unmanned) and SRS baseline layout required to execute them.  
The following on-planet based SRS should be designed to support manned spaceflights aimed at cislunar 

space and space crew landings on the Moon surface. 
“Preparation” stage is planned to incorporate development tests and demonstration of manned lunar and 

siclunar flight key technologies. This stage requires maximum utilization of ISS RS and automatic space crafts 
(ASC) to run development tests of manned lunar missions’ support systems and subsystems. Particularly, it is 
necessary to run development tests for key technologies used to design moon rovers, control systems and 
interaction means between SRS and cosmonauts-operators and ground-based operators.  

“Outing” stage is planned to incorporate short-term (duration of 7 to 14 days) manned missions with 4-
man crews. This stage implies Moon research via automatic and manned facilities, Moon surface exploration 
activities should be implemented as well as development tests of on-planes technologies and preparation work 
for Moon surface infrastructure establishment. The result of the analysis showed that “Outing stage” requires 
construction of two types of moon rovers: light class (300-500 kg mass) and heavy class (up to 2 t mass). At 
that, utilization of light-class lunar rovers is only feasible at early-stage research – to run development tests for 
systems and subsystems. Design and utilization of heavy-class lunar rovers is more efficient from the angle of 
functional capabilities and their utilization perspectives on further stages of Moon exploration. Heavy-class 
lunar rovers might solve the following issues: 

 Selenological exploration capable of probing for mineral resources using drill fixture; 
 Running fundamental scientific research with the help of a wide variety of scientific equipment 

onboard; 
 Development tests of construction and maintenance technologies in Moon environment (subsoil 

baking, additive technologies, clearing sites etc.); 
 Crew and cargo transport to Moon surface. 
“Outpost” stage is planned to run recurrent crewed expeditions on Moon (duration of up to 30 days, 4-

man crew). The results of “Outpost” stage research activities should lead to a decision over feasibility of 
permanent manned Moon base establishment, allocation of permanent manned Moon Base (MB) elements, 
MB baseline infrastructure should be established as well (transport, power supply and communication). This 
stage implies design of super-heavy class lunar rovers (on top of already utilized light- and heavy-class lunar 
rovers) with a mass up to 10 t. Such a rover, using interchangeable instruments and equipment (e.g. crane unit, 
bulldozer unit etc.) will be able to solve the following tasks: 

 Transport and assembly of man-tended modules; 
 Clearing landing site for cargo spacecrafts and manned lunar takeoff and landing sites; 
 Construction work execution (excavation, trenching and digging ditches, banking habitable modules, 

drilling down to 15 m, regolith extraction etc.); 
 Execution of transport activities aimed to move oversized cargo and equipment; 
 Running scientific and technological research on the Moon (including establishment of an 

observatory).  
Aside from builder-rover, there is a need to design a super-heavy class pressurized manned rover 

required to enlarge the investigation area for crews during their long-stay missions.  
“Base” stage is planned to run full-fledged expeditions (duration of up to 60 days, 4-man crew), building 

different structures, itemization of such structures with corresponding instruments and equipment, 
establishment of corresponding infrastructure and, further down the line, establishment of proper pilot 
production on the Moon surface with long-term expeditions (duration of up to 180 days, 2 expeditions per 
year, 4-man crew). This stage implies rapidly growing demand for super-heavy class builder-rover and heavy-
class rovers required to solve maintenance-related tasks.  
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Availability of such robotics utilized in maintaining crewed missions allows for a drastic increase in a 
crew’s capabilities at all stages of Moon exploration. Moreover, it allows us to run development tests for key 
technologies required in further human expansion into deep space. 

2. Space robotics facilities design technologies 
SRS development, to a great part, depends on progress made in contemporary baseline technologies, 

such as technologies of accurate positioning, machine vision, biomechanical equipment, and artificial 
intelligence and so on. One should note that designing such advanced robotics requires continuing 
development in the following key robotics industry sectors: 

 Mechatronic units (rockers), multi-joint manipulator design technologies which allow continued 
operation in extreme conditions, including space environment; 

 Mechatronic-modular system design technologies with the ability to modify their own structures; 
 Advanced sensor system and machine vision design technologies; 
 Remote control technologies for space robotics complexes, with signal distribution delay (in 

communication lines); 
 Adaptive control technologies (for robotics systems) with intelligent technics: expert systems, neural 

networks, fuzzy logic etc.; 
 Gang control technologies for robotics systems; 
 Advanced human-machine interface design technologies; 
 Advanced small-scale power saving systems design technologies for robotics complexes; 
 Virtual simulation and ground development technologies for robotics systems; 
 Information processing technologies and software for integrated control systems and robotics systems 

control and identification; 
 Design technologies and prototypes of dedicated equipment and interchangeable rigging with 

corresponding mounting elements.  

3. Main principles of on-planet robotics facilities control 
Solving complex technological tasks and running scientific research using Moon rovers looks feasible in 

supervisory and teleoperator-mode from ground control site, from the board of Lunar Orbital Station (LOS) 
and, in prospect, from on-planet habitable modules.  Furthermore, rover control form the ground (Earth) 
implies time delay in communication channels – more than 2.5 sec. Taking into account the time required by a 
human-operator to process the signal, cumulative time delay doesn’t allow full-fledged telecommand control 
(that includes force feedback) from the ground (Earth). If we look at rover control from LOS, delay is minimal 
(depending on the height of LOS flight, median delay time is 60 milliseconds) and is compared to human 
reaction delay which makes telecommand control feasible. It will allow minimization of command dispatching 
signal delay, as well as rover feedback delay minimization, making it harder for unintended consequences to 
occur.  

Currently, front-end engineering design of Lunar Orbital Platform-Gateway (LOP-G) is running, together 
with negotiations over Russian participation in this project. Taking that into account, the issue of development 
and testing control technologies over on-planet robotics from the LOS board looks very concerning. LOS is 
not the only topic in the list of plans related to cislunar infrastructure build-up. Cislunar orbit will see relay 
satellites fostering navigation and communication between the Moon, cislunar infrastructure and the Earth. 
When human activity on the Moon surface will begin, orbital constellation will be reinforced by relay 
satellites facilitating stable broad-band communication channels. 

Analysis of existing international technological capacity in frame of rover control showed that, currently, 
space objects’ (on-planet, orbital) control methods and systems based on Earth surface are the most well-
developed. Communication establishment and control (between rovers and Earth) experience was gained 
during the following missions: «Lunohod» (1970 – 1973), Mars Pathfinder (1996 – 1997, Sojourner rover), 
Mars Exploration Rover (beginning from 2003 to the present day, Spirit and Opportunity rovers), Mars 
Science Laboratory (beginning from 2011 to the present day, Curiosity rover).  

To establish efficient control over on-planet SRS, one must develop telecommand technologies which 
will allow for establishment of advanced human-machine interface giving operator a full immersion capability 
into the environment of an object under his control and giving operator comprehensive feedback information 
(visual and force-torque). Currently, virtual reality based interfaces are experiencing rapid development. On 
the other hand, employment of virtual reality technologies in frame of complex drivers working in space 
environment is not studied sufficiently yet.  
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Creating efficient human-machine interface on must run a plethora of preliminary studies, such as: 
 Investigate microgravity effects over robotics control processes employed by human operators using 

different drivers and feedback (kinesthetic effect over operator); 
 Define a set of drivers which can be used to maintain sound and efficient control over on-planet 

robotics and estimate applicability and convenience of use for such drivers; 
 Run a number of investigations into psychological and psych-physiological status of a human-operator 

working in an environment of sensor disintegration and long-term microgravity exposure; 
 Run ergonomic analysis of an operator workstation design (used for on-planet mission control 

purposes); 
 Run development tests of on-planet robotics’ control means using different communication channels 

(with different capacity) and with present delay in communication channels; 
 Define and test-out reference cases for on-planet robotics’ operation as well as control methods over 

robotics systems in frame of solving targeted tasks in undetermined conditions of lunar terrain; 
 Run research of virtual reality implementation into processes of on-planet robotics telecommanding 

taking into account integration of information received from SRS machine vision means.  
Abovementioned factors affect telecommand efficiency, reliability and responsiveness.   

4. Testing out key elements and technologies of space robotics control on ISS 
Is would be prudent to use ISS RS resources to run mentioned research and experimental activities as ISS 

is a reliable, safe and well-equipped testing stand, well-suited for development tests of advanced technologies 
and space facilities aimed at interplanetary flights and establishment of on-planet bases as well as human 
flight simulation with respect to other objects of Solar System. It is assumed that ISS fill continue is operation 
till the year 2024. 

SRS development tests in space environment onboard of an MSC allows for the most accurate 
consideration of space flight – related extreme conditions (overloads, zero gravity, communication delay etc.) 
in frame of SRS control processes and different SRS operations.  

Currently, ISS RS hosts a considerable number of research activities focused on different scientific and 
applied areas. The number of development tests focusing on different technologies related to Moon and Mars 
expeditions is growing. In that regard, the following ISS RS resources might be employed: 

 Power supply; 
 Information exchange; 
 Generic interfaces; 
 Universal workstations; 
 Containment and external surface of modules; 
 Cargo traffic; 
 Crew time. 
Currently, there are some changes being implemented onboard of ISS RS in relation to ISS experiments 

and research scheduling and execution for the purposes of improving efficiency of ISS designated use, solving 
general scientific and applied tasks as well as streamlining ISS RS related operational procedures [2]. 
Particularly, these changes are related to: 

 Scientific and applied research program scheduling in the form of Long-term Program of Applied 
Activities (LPAA); 

 ISS RS applied activities preparation and execution algorithm; 
 Applied activities’ results analysis execution algorithm. 
ISS RS has already seen space Experiments (SE) related to development and development tests of SRS 

remote control. Such activities, for the most, include international projects like «ROKVISS», «Kontur» and 
«Kontur-2» (in partnership with German aerospace center DLR and RSSC RTC).  «ROKVISS» experiment 
managed to demonstrate control capabilities over double-joint robotic arm installed on the external surface of 
ISS RS. S-band communication channel used allowed for simultaneous transmission of commands and 
telemetric data between the robot and ground automated workstation (AWS) of an operator which included 
force-torque joystick. This made it possible to simulate telepresence operating mode and test-out force-torque 
sensing technology. 

Joint Russian-German «Kontur» experiment data transfer network infrastructure and «ROKVISS» 
experiment scenarios but, in this case operator’s AWS was installed in RSSC RTC and access to S-band 
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channel was maintained via Internet. A control environment with significant delay in communication channel 
was tested-out during this experiment.  

In frame of «Kontur-2» experiment, cosmonaut-operator’s AWS was installed onboard ISS RS and 
robots under control – on Earth, in DLR and RSSC RTC. The aim of «Kontur-2» experiment was to test-out 
force-torque telecommanding technologies operating on-planet rovers from the board of manned orbital 
complex. 

The following tasks were set for this experiment:  
 Design telecommand system for on-planet robots to be operated from ISS RS by a driver with a force-

torque feedback and using communication channels with limited capacity and existing time delay; 
 Design automated workstation onboard ISS RS which will allow for telecommanding over robots on 

Earth; 
 Research particularities of human-machine interface with force-torque feedback used for remote 

control in micro gravitational environment.    
At the moment, there are a number of space experiments being prepared which are aimed at running 

space SRS development tests onboard of ISS RS. Among them, there are SEs (currently, at ground preparation 
stage) focused on investigating operational capabilities of remote-controlled anthropomorphic robots within 
next-gen advanced Manned Cargo Ships (SE «Ispitatel’», SE “Telegroid”). At that, these experiments will 
incorporate testing out operation modes of anthropomorphic SRSs placed onboard of ISS RS or MCS 
“Federation” (in case of SE «Ispitatel’»), from Earth and ISS RS in automatic and “duplicating” modes. 

5. “Kontur-3” joint Russian-German experiment overview  
There is a very promising (from the on-planet-objects-control-from-space development tests point of 

view) new “Kontur-3” joint project being planned for ISS RS by DLR, RSSC RTC and FSUE TSNIIMASH. 
This project is at the stage of program integration at the moment. There is substantial technological 
contribution foreseen from both Russian and German party, particularly, interactive utilization of developed 
(by respective parties) human-machine interface devices as well as development of new space station-based 
telecommand solutions for robotics systems.  

 For the purpose of testing out telecommand systems exercising control over on-planet robotics objects on 
the Moon surface, particularly, lunar rovers, it is proposed to establish, in frame of this experiment, a 
simulation of lunar rover telecommand system by via creation of (physical) closed-loop control system, which 
includes:  

 Cosmonaut-operator;  
 Human-machine interface with a variety of control means;  
 S- and Ku-band space communication channels;  
 Lunar rover prototype (planned for manufacturing if frame of the project);  
 Site (stand) simulating lunar terrain and illumination properties;  
 Ground-based control consoles (AWS of ground operators);  
 Corresponding software. 
The main features of «Kontur-3» project are:  
 Control subjects used are doing to be lunar rover prototypes close in their technical properties to real 

rovers purposefully made for lunar missions;  
 Development and utilization of a number of human-machine interface drivers allowing for efficient 

and intuitive telecommanding; 
 Utilization of cosmonaut activity research development tools in a world picture distorting micro 

gravitational environment;  
 Multiplexing S- and Ku-band space communication channels (basing it on «Luch’» SC).  
The following thins are meant to be used as human-machine interface drivers:  
 «RJo» single-degree-of-freedom joystick with force feedback which was verified in frame of «Kontur-

2» SE and placed onboard of ISS RS;  
 «Delta» Six-degree-of-freedom driver (developed by RSSC RTC) with force feedback;  
 Virtual reality headset with integrated SW (developed by RSSC RTC);  
 «DataSuit» and «DataGlove» drivers (developed by DLR);  
 «VibroTac» vibrotactile sensing wristband (developed by DLR).  
According to RSSC RTC calculations, telecommunication infrastructure will incorporate S- and Ku-band 

communication channels. It is planned to utilize existing S-band network infrastructure which was created 



358 

during previous experiments and to update it to be able to use Ku-band. Multiplexing these two channels will 
give us the opportunity to combine operational features of S-band direct radio contact (low signal delay, low 
capacity, short period of radio contact) with Ku-band indirect contact using «Luch’» satellite relay SC 
(significant signal delay, high capacity, long period of radio contact). This way we can execute SRS 
telecommanding operations with high longevity.  

«Kontur-3» experiment envisages establishment and testing out technical feasibility of channel switching 
and their simultaneous use. 

Figure 1 shows baseline interaction pattern in frame of «Kontur-3» project fulfillment (based on RSSC 
RTC data). 

 
Figure 1 – Baseline interaction pattern in frame of «Kontur-3» project fulfillment 

FSUE TSNIIMASH is a technical supplier in frame of this project as well as an organization responsible 
for the lunar rover prototype design. RSSC RTC here serves the role of scientific supplier. 

In frame of “Konur-3” project, the following key technologies are planned for testing-out (based on 
RSSC RTC data): 

 Telecommanding technologies (working from the board of an orbital station) focused on control over 
the movement of a mobile robotics system (lunar rover) operating on the Moon; 

 Telecommanding technologies focused on control over manipulator system and grappling arms with 
force-torque feedback from board of an orbital station; 

 Automated (supervisor mode) control technologies focused on control over the movement of a mobile 
robotics system (lunar rover) operating on the Moon; 

 Lunar rover mobility system design technologies; 
 Movement control technologies for multistage robotic self-propelled platform focused on cases of 

extreme obstacles crossing while operating on the Moon; 
 Design technologies for manipulator system and grappling arms purposed for work on the Moon; 
 Research technologies for the Moon surface, using mobile robotics system equipped with a robotic 

arm with a force-torque feedback.  
The data acquired during«Kontur-3» experiment might be used in:  
 Design and development of advances MSCs;  
 Placing ergonomic workstations onboard MSCs – such workstations will provide cosmonaut-operators 

(controlling remote technical complexes, incl. on-planet SRS) with effective working conditions;  
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 Planning and execution of future missions prompting use of on-planet SRS, e.g. rovers, in frame of 
research missions on the Moon and other Solar System objects;  

 Organizing space communication systems purposed for on-planet SRS control;  
 Developing scientific and applied engineering disciplines for designers of complex technical systems 

using human-machine interaction in micro gravitational environment as well as other space environment 
factors. 

Conclusion 
The design of robotic facilities aimed at manned missions support is essential for Moon research and 

exploration. Particularly, it is necessary to design three classes of rovers: light class (300-500 kg), heavy class 
(1-2 tons) and super-heavy class (up to 10 tons). Design of such advanced facilities is closely interconnected 
with development of corresponding baseline technologies. One of the main technology development vectors 
he is remote control technology over robotic facilities (incl. on-planet ones). 

At the moment, national space industry has managed to gather a substantial amount of experience in 
frame of space robotics systems design, there is a number of research and experimental activities being carried 
out in a real space flight environment (using ISS resources) to test-out key elements of space robotics and 
robotic facilities control technologies. 

“Kontur-3” joint Russian-German experiment is being prepared at the moment onboard of ISS RS in 
order to facilitate establishment of technological capacity in the field of on-planet robotic facilities control for 
the time of carrying-out future Moon research and exploration missions. In frame of this experiment it is 
planned to simulate telecommanding process over lunar rover prototypes from the board of ISS RS as well as 
carry out research focused of cosmonaut-operator while he is executing control tasks. 
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Abstract 
The paper discusses issues of the application of space-dedicated robotic systems (RS) and shows the role 

and place of anthropomorphic robotic systems as high-tech service systems used to support cosmonauts’ 
activity in the course of future space missions. The principles for creating a multipurpose computer-based 
stand of anthropomorphic RS in order to carry out ergonomic and psychophysiological research and to train 
cosmonauts to operate various robotic systems using VR-technology and hardware for controlling motor and 
behavioral activity of the operator are reviewed as well. 

Keywords: space-based robotic systems, robotic manipulator, anthropomorphic robot, copy type master 
device, remote control mode, multipurpose computer-based stand, virtual 3D models, human-computer 
interface. 

Overview of robotic manipulators used in manned space programs 
Future projects in the sphere of manned space exploration presuppose the expansion in the application of 

space robotic systems (SRSs) as a result of the increased complexity of crews’ activities aboard manned space 
complexes (MSCs) and volume of labour-intensive assembly-recovery works and routine operations 
performed by cosmonauts aboard MSCs as well as the heightened risks of dangerous situations for human life 
and health during near and deep space missions. In this regard, the use of SRSs as a high-tech toolkit of a 
cosmonaut when performing intra- and extravehicular activity as well as on-planet operations during future 
lunar and Martian missions is of particular interest.  

A number of strategies for designing and using the RS in manned space exploration, developed by 
leading foreign and domestic companies are well known today. An example of the successful creation and use 
of a robotic manipulator is the Soviet manipulator “Lyappa”. “Lyappa”-type manipulators were installed on 4 
modules on the Mir orbital complex and were used to assemble the station. [1]. 

The second vivid example is the Canadian “Canadarm” manipulator (Figure 1), which was mounted on 
the Space Shuttles (reusable low Earth orbital spacecraft system) and used from November 1981 through July 
2011. The main purpose of the “Canadarm” was to transfer payloads from the cargo compartment of the 
MTKK to a certain place in the working area with the required orientation. It was used to unload more than 
200 tons of the ISS elements and also to capture the Hubble telescope to repair it in the orbit.  

The “Canadarm” has evolved into the “Canadarm-2” (Space Station Remote Manipulator System – 
SSRMS) (Figure 2), designed to perform in-orbit operations with big-size and heavy-weight cargoes [1-8].  

Among other manipulators, the Japanese Experiment Module Remote Manipulator System – JEMRMS 
(Figure 3) [2-7] and the European Robotic Arm – ERA should be noted [9, 10].  

 
Figure 1 – The Canadian “Canadarm” manipulator 
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Figure 2 – Mobile Service System (MSS) 

  
Figure 3 – JEMRMS manipulator system on the Japanese  

experimental module of the ISS 

All the above-mentioned manipulator systems are the result of high-tech, expensive innovative projects 
requiring the building of technological stands which are necessary for the experimental testing of samples and 
the development of simulators for cosmonaut training.  

At present, along with the design of manipulator robots, intended to perform assembly, installation and 
various operations on the outer surface of the ISS RS modules, special attention is paid to the building and use 
of anthropomorphic robotic systems (ARTS). 

Just as in manipulator systems, the kinematics of the ARTS includes the shoulder, elbow and wrist parts. 
The difference lies in the number of manipulators. A torso-type robot has two arms hinged to its torso part. 
Due to its hands and fingers the ARTS can use standard human tools.  

Initially, the ARTS is planned to be used in the master-slave mode for performing maintenance 
operations on the ISS [11]. It should be noted that there are various ways to build a human-computer interface 
for remote-controlled robots with autonomous operation capabilities. So, as an alternative to the contact data 
retrieval methods, where a human operator interacts with the robot controllers at the physical level, non-
contact methods of generating control signals using motion recognition technology, motion capture system 
and oculographs can be applied. [12-15]. 

Participation of Yu.A Gagarin Reasearch&Test CTC in the building, experimental development 
and scientific support of the space-dedicated ARTS 

Currently the issues with evaluating the utilization efficiency of the ARTS, the possibility of performing 
flight operations using anthropomorphic robots, optimizing the interaction between humans and robots are 
open for discussion and require special studies. The problem of matching up the elements of the “man-ARTS-
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environments” ergatic system (ES) comes to the fore, since the limitations of the human factor and the ways to 
overcome them are not well understood, especially in cases where this interaction is undertaken in a remote 
control mode. This problem encompasses the difficulty of prompt data exchange through communication 
channels in the course of deep-space missions because of long signal delays (for example between the Earth 
and the Moon or between the Earth and Mars).  

Since 2010, Yu. A. Gagarin Research&Test CTC (hereinafter the Center) has been taking part in the 
development and scientific - technical support of the space-based robotic systems. A number of ergonomic 
studies and tests of various space-based robotic systems are carried out in conjunction with FSUE TsNIIMash.  

From July 2011 to the present the anthropomorphic robotic systems, developed by NPO “Android 
Technology” (Figure 4) are being tested. [16]. A robot-crew assistant, developed by Neurobotics LLC (Figure 
5) and a robotic EVA complex, developed by TSNII RTK (St-Pb.) were examined in 2014. 

During testing, the ARTS SAR-401, designed by NPO “Android Technology” performed “on-board 
operations” copying the motions of the human operator via a special exoskeleton. The exoskeleton is a master 
device which is placed on the operator’s shoulders. [16]. Operator’s movements were copied by the robot in a 
real-time mode. [12-17]. 

 
Figure 4 – ARTS replaces the elements of the “Biorisk” scientific  

equipment in a master-slave mode 

 
Figure 5 – ARTS developed by Neirobotics LLC in the process of data acquisition  

on the psychophysiology and emotional state of the cosmonaut-operator 

In the course of the “Kontur-2” experiment a cosmonaut-operator being aboard the ISS operated the 
robot located on the Earth via combined communication channels with limited bandwidth and random delays 
in signal transmission (Figure 6).  

The objectives of the experiment were:  
 to develop a robot remote control system using a master manipulator with force-moment feedback via 

communication links with limited bandwidth; 
 to develop a computer workstation providing remote control of ground-based robots from the board of 

the ISS; 
 to study the functionality of the human-computer interface with force-moment feedback in 

microgravity conditions.  
Taking into account a high cost of building and high risks of using space robotic systems, the 

development of the RTS computer stands suitable for experimental ergonomic study of multipurpose 
“cosmonaut-RS-environment” system is of practical significance. The stands are also used to train cosmonauts 
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to control robotic systems during manned space flights thereby reducing the potential risks for cosmonauts in 
the course of their work with new systems and equipment.  

 
Figure 6 – The workstation aboard the ISS for carrying out the “Kontur-2” experiment  

Composition, purpose, prospects for the use of the Multipurpose Computer Stand of Space Robotic 
Systems (VCS SRSs) 

In the early stages of designing the “ARSs-cosmonaut-environment” ergatic system the Center created 
and used the research computer-based stand of robotic systems as the most acceptable solution for the 
experimental testing of real anthropomorphic robotic systems (ARSs). 

In this case, the main requirements for the stand were the openness of architecture and versatility. This 
allows to simulate the "RSs-operator-activity environment" system and interface tools of various types on the 
basis of a unified set of software and hardware tools and visualization (virtual interactive 3D-models of robots 
and their external environment). 

Since the stand belongs to high-tech innovative projects, its grounds and development have required the 
participation and coordination of efforts of a number of leading Russian organizations in the field of robotics 
with experience in working out technologies and ergonomic support for creating prototypes of robots and 
master devices: FSUE TsNIImash,  JSC "Scientific and Production Association Android Technology", 
Scientific Research Institute of System Studies of RAS, Moscow State University named after Lomonosov. 

VCS SRSs is a complex (Figure 7) including the following main elements: four computer workstations, two 
servers, a shared screen with a projector, a copy-type master device (CTMD) to control a physical robot or its 3-D 
model in a virtual environment, and a virtual reality glasses. 

In order to control the RSs, special mathematical software has been created in the VCS SRSs, which makes it 
possible to investigate and pre-plan safe trajectories of movement of the kinematic links of robots and to simulate 
the performance of flight technological operations of cosmonauts in a virtual environment, and then execute it 
using a robot. This significantly reduces the risk of errors caused by the "human factor" and improves crew 
functioning. 

VCS SRSs includes physical (full-scale) models, as well as software and hardware that imitate the operation 
of the RSs of various purposes and design in the “crew – manned spacecraft - environment” ergatic system with 
elements of virtual reality. 

VCS SRSs is designated: 
 to work out experimentally in-flight operations performed by the RSs with the participation of 

cosmonauts, in order to  form well-grounded requirements for programs and methods of cosmonauts’ training 
for work with the RSs and assessing the quality of operator activity; 

Laptop RSK‐2 

Mounted master 

device

Additional device for fixing 

a cosmonaut’s legs during 
the experience 
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Figure 7 – Multipurpose Computer Stand of Robotic Systems 

 to familiarize cosmonauts with the latest progress in the field of space robotics not only at the level of 
theoretical knowledge, but also at the level of  forming eye-mindedness concepts and basic skills of 
interaction and work  with space robots, as well as controlling the RSs in various operating conditions 
(forming a general operator culture); 

 to study  the principles and methods of monitoring the "behavioral" activity of robots to ensure flight 
safety; 

 to assess  the limits of the cosmonauts’ functional capabilities for performing operations when working 
with the RSs of various technical designs and purposes; 

 to study  possible ways of building and using multimodal interfaces with “sensitive” robots, RSs 
control systems; 

 to carry out with the participation of cosmonauts and specialists of the Center ergonomic examination 
of new technical solutions when creating RSs of various purposes in the interests of increasing the efficiency 
and safety of the activities of manned spacecraft crews; 

 to form the baseline data for carrying out full-scale space experiments in terms of cosmonauts’ 
interaction with RSs samples planned for delivery to the space station after preliminary studies on the stand, 
etc. 

The stand allows to create and accumulate "databases" when performing technological operations, detail 
them by elements, and then execute them under operator control or autonomously. This may lead to 
subsequent control of the robots not only from the spacecraft, but also remotely, for example from Earth. Such 
robots will become indispensable human assistants in the exploration of the Moon and Mars and the 
construction of lunar (Martian) bases. 

Automated workplaces (AWP) are intended for the RSs operator and specialists of the experimental 
support team. For the convenience of interaction of participants of the experiments, all workstations are 
located on the same line in close proximity to each other. 

The RTS operator's workplace interface provides: 
1) display of a three-dimensional scene including the RS, the working area and objects of interaction and 

surrounding interior; 
2) scalability on screens of different resolutions. 
The interface of the workplace of operational research control specialists provides: 
1) display of the three-dimensional scene, identical to the image on the operator's helmet on the monitor 

and the shared screen; 
2) display of current values of state vectors of mathematical models in the form of numerical data and in 

the form of graphs. 
The communication interface with the copy- type master device provides: 
1) transfer of command information; 
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2) data exchange with the master device; 
3) conversion of the output values of the mathematical model of controls into values for issuing to the 

master device. 
The VCS RS rests on the following principles: 
1) openness and scalability. The modular software architecture allows for phased development and 

implementation, as well as allows for further expansion of both integrated data and information exchange 
objects and RS models; 

2) data integration and consolidation. Integration of disparate data from various systems of the RS and 
its controls into an orderly unified database structure, which is a subject-oriented, integrated, chronological 
data set, constantly updated with new reliable information. This data set is a single source of noncontradictory 
and consistent data for all VCS SRS;  

3) continuity. If necessary, it is possible to add and expand the range of functions, technical, 
informational and program components without affecting its functioning.  

In January 2019 the Center conducted experimental studies to work out a number of tasks involving 
cosmonauts, when a cosmonaut controlled the robot remotely in a copy control mode (Figure 8). Analysis of 
their results has allowed putting forward proposals for improving the design and technical performance 
indicators of the software-hardware interface and virtual interactive 3-D model of the ARSs. The results of 
experimental studies allow us to accumulate proposals for updating the physical prototype of the ARSs and 
creating a higher level physical model of the ARSs suited for use onboard the ISS in the future. 

 
Figure 8 – Cosmonaut controls the RS in a copy-type mode on VCS SRS 

The next stages of the VCS SRS improvement should involve studies on perfection of the design and 
technical and operational indicators of the software-hardware interface, the virtual interactive 3-D model of 
the ARSs and physical prototype of the ARS. It is also important to determine if 3-D model of the ARSs and 
the physical prototype of the ARSs are capable to perform the enlarged list of on-board flight operations. VCS 
STS allows to work out the interaction of cosmonauts with various space-dedicated RSs and to conduct 
ergonomic research both in a virtual environment and with physical prototypes of the space-dedicated RS. The 
use of VCS SRS is possible at all stages of on-ground training of cosmonauts. 

At present, a research program is being formed aimed at meeting the requests of space robot designers 
regarding the cosmonaut's psycho-physiological capabilities during an on-planet activity and limitations due to 
the presence of the human factor. 

Conclusions 
Experience in the implementation of manned space programs shows that the development of 

technologies for the creation and application of robotic systems (such as: US – “Canadarm”, “Canadarm-2”, 
Japanese – JEMRMS, European – ERA) in order to carry out EVA and on-planet operations by cosmonauts 
should be considered as one of the promising directions of an innovative development in the field of manned 
space exploration. The transport-manipulation robots have found practical application in carrying out 
assembly and mounting works on the ISS, technological operations on recovery of the Hubble telescope, 
examination of ceramic tiles on the outer surface of Shuttles, and a number of other works. 

Along with the use of transport-manipulation robots there are projects to create space anthropomorphous 
robotic systems designed for the future lunar missions. However, at the same time, to ensure an efficient and 
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safe interaction of cosmonauts with the ARSs it is required to solve problems of the “advance” ergonomic 
designing of space robotics.  

The designing and application of the computer-based stands of robotic systems of various purposes are 
very important practically for the experimental maturing of real ARSs in the early stages of designing the 
“ARSs – cosmonaut – environment” ergatic system, given the high cost of the creation and risks of the use of 
space-dedicated robots. The multipurpose computer-based stand of robotic systems at the Center is based on 
the virtual reality technologies and means of controlling motor and behavioral activity of a cosmonaut-
operator and allows training cosmonauts for controlling various RSs when implementing anticipated scripts of 
promising manned space programs. 

References 
 Kryuchkov B.I., Usov V.M., Yaropolov V.I., Sosyurka Yu.B., Troitskiy S.S., Dolgov P.P. On the features 1.

of professional activity of cosmonauts when implementing Lunar missions // Scientific journal “Manned 
Spaceflight” 2016. No 2 (19). pp. 35-58 

 NASA // NASA: official website. Available at: http://www.nasa.gov/, accessed 12.11.2016. 2.
 CSA // CSA: official website. Available at: http://www.asc-csa.gc.ca/eng/default.asp, accessed 12.11.2016. 3.
 E. Kaupp, E. Bains, R. Flores, G. Jorgensen, Y.M. Kuo, H. White Shuttle Robotic Arm // Engineering 4.

Innovations / P. 286 -- 301. Available at: http://www.nasa.gov/centers/johnson/pdf/584734main_Wings-ch4h-
pgs286-301. pdf , accessed 12.11.2016. 

 B. Stockman, J. Boyle, J. Bacon International Space Station Systems Engineering Case Studyю Available at: 5.
http://spacese.spacegrant.org/uploads/images/ISS/ISS%20SE%20Case%20Study.pdf , accessed 12.11.2016. 

 The role of dexterous robotics in ongoing maintenance of the ISS / Lyndsey Poynter, P. Andrew Keenan // 6.
IAC-12,B3,4-B6.5,6,x16014. 

 Flexible robot manipulators: modelling, simulation and control. - (IET control series) – ISBN 978-0-86341- 7.
448-0 

 Kryuchkov B.I., Krikalyov S.K., Salaev A.M., Usov V.M. A man and a robot aboard a manned spacecraft // 8.
// Collection of scientific articles based on reports of the First Russian-German Seminar on Space Robotic, 
Germany, Stuttgart, 2012, non-legible. 

 Alpatov A.P., Belonozhko P.A., Belonozhko P.P., Kuzmina L.K., Tarasov S.V., Fokov A.A. Study of the 9.
dynamics of flexible space robots and prospect of their using // Tekhnicheskayea mekhanika [Engineering 
mechanics]. --2012. -- No 1. -- pp. 82 -- 93.  

 Yaskevich A.V., Ostroukhov L.N., Egorov S.N., Chernyshev I.E. Practicing the semi-realistic docking of 10.
the Russian module to the ISS using the remotely controlled SSRMS simulator // Robotics and technical 
cybernetics. 2013. No 1. pp. 53 58.  

 Karpov A.A., Kryuchkov B.I., Rogatkin D.A., Usov V.M. [Conceptual strategy for using service robots: 11.
common problems of implementation (On the example of manned space exploration and high-tech)]. 
Biotekhnosfera – [Biotechnosphere]. 2013. No.6. pp. 48-59 

 Alpatov A.P., Belonozhko P.A., Belonozhko P.P., GrigoryevS.V., Tarasov S.V., Fokov A.A. Modeling the 12.
dynamics of space manipulators on a movable platform // Robotics and technical cybernetics. 2013. No 1. 
pp. 59-65. 

 Lonchakov Yu.V., Sivolap V.A., Sokhin I.G., Sorokin I.G., Burdin B.V. Ergonomic research of interaction 13.
between cosmonauts and robot-assistants. // Ideas of K.E. Tsiolkovskiy in scientific and technical 
innovations / Proceedings of the 51st Tsiolkovskiy Scientific Readings – Kaluga. 2016  – 496p. ISBN 978-5-
905849-46-6. 

 Burdin B.V., Dovzhenko V.A., The development of stands with VR-elements for ergonomic research of 14.
the «Operator – RS - Professional Environment» system // The ideas of K.E. Tsiolkovskiy in scientific and 
technical innovations / Proceeding of the 51 st Tsiolkovsky Scientific Readings – Kaluga. 2016 – 496 p 

 Sokhin I.G., Dovzhenko V.A., Burdin B.V., Grebenschikov A.V., Solvyova I.B. and others. Experimental 15.
ergonomic studies of an anthropomorphic robotic system controlled by cosmonauts while maintaining 
spacecraft and lunar infrastructure facilities. // Proceedings of the XI International Scientific and Practical 
Conference “Manned Space Flights”, November 10–12, 2015. – Gagarin Test& Research CTC, Star City, 
Moscow Region, 2015. pp. 31-33. 

 http://express-news.ru/index.php/news/science/item/2943-predstavlen-rossijskij-robot-kosmonavt-sar-401.  16.
 Burdin B.V., Mihayluk M.V., Sokhin I.G., Torgashev M.A. The use of virtual 3D models for 17.
experimental testing of the flight operations performed by means of anthropomorphic robots // Robotics 
and Technical Cybernetics, No 1. 2013, ISSN 2310-5305 – pp. 42-46. 

   



367 

M.V. Mikhailyuk 1, B.I. Kryuchkov 2, V.M. Usov 2,3  

VIRTUAL REALITY TOOLS FOR COMPUTER MODELING OF A COSMONAUT'S 
INTERACTION WITH A GROUP OF AUTONOMOUS MOBILE ROBOTS  

ON THE LUNAR SURFACE 

1 Federal State Institution "Scientific Research Institute for System Analysis of the Russian Academy of 
Sciences", Moscow, Russia, mix@niisi.ras.ru  

2 Federal State Budgetary Institution "Gagarin Research&Test Cosmonaut Training Center", Moscow region, 
Star City, Russia, bik43@mail.ru  

3 State Research Center of the Russian Federation - Institute for Biomedical Problems of the Russian 
Academy of Sciences, Moscow, Russia, khoper.1946@gmail.com  

Abstract 
The paper considers the long-range directions of creating the research simulating complexes (RSCs) 

using virtual reality technology (VR-technology). As applied to the lunar exploration projects, it is highly 
required to ensure the situational awareness (SA) of a human operator (HO) when controlling the movements 
of a mixed group of autonomous mobile robots (AMRs) on the lunar surface. 

In the framework of the anthropocentric approach to making the human-robot interface (HRI) when 
organizing the feedback, it is proposed to use the combination of several types of visualization, as part of a 
human-robot interface (HRI) in order to improve the SA. They are: panoramic representation of movements of 
the AMR group; on-the-fly updated electronic maps (EMs) of lunar terrains; character-digital data from the 
simulated virtual sensors of on-board AMR systems; the images, obtained from the opto-electronic sensors of 
on-board ARM devices, etc. To this end, the choice of the basic RSC structure is justified, which is 
supplemented by VR-tools for building the AMR "virtual similitude" or "digital twins" (proxy-agents) in the 
virtual intellectual environment (VIE) and virtual sensors of AMR on-board systems. In order to support the 
cosmonauts in making a decision on potential AMR collisions, the graph representation of the task structure 
performed by AMRs is used, which allows the HO to manage the execution of tasks in the group, making 
choose between "initiation", "suspension" and/or "termination" in case of detection of the non-nominal 
situations. 

Keywords: human operator (HO), group of autonomous mobile robots (AMR), human-robot interface 
(HRI), situational awareness (SA), research simulation complex (RSC), proxy-agents, virtual intelligent 
environment (VIE). 

Introduction 
The computer-based RSCs are widely used for ergonomic design and training of the HOs. The modern 

RSC has a complex multi-module structure and is constructed using VR-technologies. At first, the main idea 
of using the VR-tools for cosmonaut training was to visualize the interior of spacecraft and external 
environment, but as they improved, new areas of application were found. The VR-tools provide the HO with 
new opportunities to control objects (e.g. robots) in virtual reality while being in real physical world. More 
importantly, that for today many control devices and information display systems (IDSs) included in 
cosmonaut workplaces are transformed into the virtual interactive forms as part of RSCs. Typical 
configurations of modern RSCs, used VR-tools for modeling HRI, and the purpose of various modules are 
considered in [1].  

The originally developed RSC scheme is shown in fig. 1. 

The current state and development directions of RSCs for robotics groups 
Experience in RSC building and the purpose of its primary subsystems 
As it follows from numerous publications, RSCs are widely used for ergonomic designing the HRIs. 

Methods of "immersing a person” in the digital virtual interactive environment give a HO the opportunities to 
control artificial digital objects while staying in real physical world. In practical aspects, the virtual 
prototyping methods in the field of space robotics follow the experience in building space simulators for 
training cosmonauts to control spacecraft. This inheritance can be traced when constructing the control loops 
of dynamic objects and implementing the multiple interactive real-time feedback using the synthesized visual 
picture of the environment to improve the HO's SA. 

Examples of such approaches to modeling and lab testing the HRIs are given in [2-4].  
The bench for simulating the control of an anthropomorphic robot in a copying mode (or a "master-

slave” mode) is presented in [2].  
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Figure 1 – The general scheme of the RSC 

Testing of the telecontrolling the space robots are conducted during space experiments (SE) aboard the 
ISS. In particular, the "Kontur-2" SE is designed to study the remote control of ground-based robots from the 
board of the ISS [3].  

The VR-tools for developing the prototype of a robot-manipulator for EVA are proposed in [4]. 
At the same time, it can be stated, that the interaction of the HO with a mixed group of lunar AMRs 

when the HO performs functions of the work coordinator and the “dispatcher” to prevent collisions of AMRs 
on the lunar surface is not enough investigated. 

Consider the initial RSC scheme, shown in fig. 1, which was adapted to the task of modeling the control 
of an anthropomorphic robot [1, 2]. 

The initial RSC configuration consists of several subsystems [1]: 
 "Virtual scene simulation". 
 "Control". 
 "Dynamics". 
 "Visualization". 
The "Virtual scene” is created in the 3DS MAX three-dimensional modeling system of the: 1) standard 

primitives (rectangular parallelepipeds, spheres, cones, etc.), available in the 3DS MAX system, and 2) special 
objects, added to this system (wheels, engines, particle systems, etc.), containing dynamic parameters (masses, 
inertia tensors, etc.). The "Modeling system” and added objects form the "Virtual scene designer”.  

The "Control subsystem" consists of virtual control panels and functional diagrams to calculate control 
signals. It receives at the input the digitalized actions of the HO to virtual control elements and generates 
control outputs that are transmitted to the "Dynamics subsystem". “Dynamics subsystem" loads the virtual 
model and calculates new positions and orientations of its objects according to their dynamic parameters in a 
period of the simulation time. This data are transmitted to the "Visualization subsystem", which synthesizes 
the virtual scene in the Information Display System (IDS) for the HO.  

In the current version of RSC, developed by the Federal State Institution Scientific Center of the NIISI 
RAS (Moscow) using the original "GLView" software, the entire modeling cycle takes no more than 40 msec, 
what ensures operation of the RSC in real time. The fundamentally important feature of this modeling method 
is the use of the highest priority for transmitting the digitalized control actions of the HO to the "Control 
subsystem”. 

 As a result, the adequacy and efficiency of the VR-methods have increased the accuracy of the robots' 
response to the HO’s control actions. The same priority level can be assigned to the technical failure signal of 
AMR's onboard systems due to the impossibility of executing the HO's commands.  

In most cases, using the visual feedback the HO can monitor the current situation and makes sure that the 
robot has processed the transmitted commands with success. 

For mixed groups of AMRs, the situation changes dramatically, and the need to monitor the activity of 
the whole AMRs group in real time is accounted for the high level of uncertainty relative to the prediction of 
attendant risks when the AMRs move. 

Opportunities for improving the HO’s SA when interacting with the group of AMRs on the lunar surface 

Human – operator (HO)

VIDEO 

Human-Robot Interface (HRI) 

HO ACTIVITY

Control effectors 
(real and virtual)

Information display system 

Control  
subsystem 

Dynamics calculation 
subsystem

Visualization subsystem 
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The experience in performing EVA on the ISS shows that the monitoring of the current situation 
performed by the crew members provides the possibility of timely intervention to correct the operation in the 
event of unscheduled EVA. Following this principle, it is very important to monitor joint activities of the 
cosmonaut crew and the mixed group of AMRs for ensuring the EVA safety. Thus, at the risk of collisions the 
necessity to improve the HO’s SA is recognized, since the joint execution of tasks with robots requires 
cosmonauts to know operational information and certain regulations of exchanging information about the 
tasks performing by AMRs [5]. 

When setting the task of monitoring the environment, it is assumed that crew members have a priori 
knowledge about the tasks to be performed during EVA on the lunar surface using the group of AMRs, about 
the priorities of the tasks to be performed by robots and the specific tasks for robots under the current planning 
of operations, in order to decide on resolving the "conflict of interest" in the group of AMRs in the access to 
common resource. 

One of the possible ways to improve the HO’s SA consists in generating the virtual intellectual 
environment (VIE), as part of the RSC, which uses the Multi-agent model to simulate the movements of the 
group of AMRs and to transmit and receive data from active agents. Using virtual agents (so-called proxy-
agents or "virtual understudies"), the behavior and interactions between the AMRs in a group is simulated not 
only in 3D visual representation of their movements but also in a graph form what allows monitoring the 
requests for access to shared resources from proxy-agent. This gives the opportunity to display for the HO the 
progress of the going tasks. On the basis of graph representations, the HO controls the group of AMRs at the 
level of understanding of their joint goals and assigned tasks in accordance with current priorities and 
available resources. Using the data from proxy-agents the HO makes the decision on resolving potential 
conflicts between AMRs.  

The stages of designing the modes and RSC operation scheme are shown in fig. 2, which presents a 
fragment of ontology, reflecting the specific character of the HRI configuration when monitoring activity of 
the group of AMRs in terms of preventing collisions. 

 
Figure 2 – Configuration of the HRI when monitoring the group of AMRs 

Provision for the real time mode to update an e-map on the basis of telemetry data  
of the AMR’s systems; displaying the current situation on the HO’s workplace  

and detecting the risks of collision between AMRs caused by conflict of interests 

Description of the operation structures and "chains" of applied tasks for the groups of ARMs  
to develop the "prevention of collisions in the group of ARMs" ontology 

Assignment of tasks to specific AMRs according to the script of works  
with reference to the time and place of task execution 

Description of the conditions and regulations for executing tasks by ARMs  
and intervention criteria for changing their status by HOs 

Generation of the system of virtual agents that represent models of a real ARM  
in a virtual environment; an introduction of the induced reality technology  

to monitor the task progress according to the script of works and operation status 

Displaying the current situation by means of virtual environment  
to control the status of current and newly initiated tasks.  

Detection of conflict of interests between AMRs when planning tasks  
that should be executed at the same time and in the same place by different AMRs 
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In the general case, it is assumed that an AMR periodically moves along a closed route and transmits 
using proxy-agents the information about the current task, selected route, its own coordinates in the local 
coordinate system (fixed for areas of the electronic map) and the request for using the nearest territorial zone 
along the route considered in this case as a common resource that can be claimed by another AMR.  

As far as the organization of the computing process is concerned, the above said assumptions require for 
transmitting signals on the independent operations of the AMR to the input of the "Control subsystem” to 
generate the control signals that are transmitted to the "Dynamics subsystem”. 

It is assumed that AMRs are equipped with collision prevention systems when moving on the lunar 
surface. Embedded sensors scan the nearest area along the line of sight and, in the event of collision, interrupt 
the movement, and proxy-agents wait for command from the HO to continue an operation or to complete it.  

In this case, the signals from the HO are transmitted to the input of the "Control subsystem" to control 
the execution of tasks (fig. 3). 

Telemetry information from the AMR's onboard systems, images from onboard robot vision systems are 
also required as part of the monitoring system of the robotic group. 

The RSC in the proposed extended configuration consists of a number of new subsystems (fig. 3).  

 
Figure 3 – Functional diagram for designing the modes and operation of the RSC 

The subsystem for developing scenarios of the specific operations of AMRs includes defining their 
autonomous activities, taking the following into account: 

1) The scope of tasks to be performed (in accordance with the purpose of AMR);  
2) The Electronic Map (EM) of the areas on the lunar surface they move on;  
3) The navigational landmarks marked on the EM;  
4) The joint resources designed to perform specific tasks that may cause conflicts between AMRs on 

some routes. 
Information about the route and movement parameters of the specific AMR is a priori contained in the 

mission plan and the routes are indicated on the EM. The nearest route segment is considered by the virtual 
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agent as the resource for which the request is submitted to VIE. A conflict of interest which occurs when 
different virtual agents request the same resources should be resolved by the HO. In such situations while 
monitoring execution of the tasks, the HO can use the graph representation generated using data received from 
proxy-agents in the VIE. Detection of a conflict of interest at the level of requests for resources from proxy-
agents gives grounds to suspend and activate the execution of tasks by the AMR, in this case the HO acts as a 
"Coordinator" when planning tasks and as a "Manager" when monitoring their execution [5]. 

In connection with the need for monitoring, additional modules are proposed for modeling the system of 
virtual sensors (VS) associated with AMRs and their proxy-agents. 

Virtual sensors of the complex and their role in designing proxy-agents and VIE 
In real physical control systems of complex dynamic objects there is a feedback, which is provided using 

sensors. The most commonly used sensors are: position sensors, angular and linear accelerations sensors, 
magnetometers, rangefinders, height sensors, and others. Each sensor transmits its readings to a real physical 
control system at a certain frequency; those data are used partly as information ones and partly for generating 
control actions.  

This paper describes the approach of creating virtual sensors (VS) the readings of which are calculated 
by the simulating complex. 

Sensors combined on the principle of being a part of the specific proxy-agent are added to the "Dynamics 
subsystem" and "Visualization subsystem" of the initial RSC structure. At every simulation stage, each sensor 
transmits its readings to the control system. These values are used in function diagrams to calculate control 
actions. 

The paper deals with the following virtual sensors that are necessary for virtual representation of the 
AMRs in the VIE using a proxy-agent, they are: position sensor, orientation sensor, angular velocity sensor, 
accelerometer, touch sensor, force-torque sensor, rangefinder. 

These virtual sensors are designed for the following: 
 "Position sensor" determines the coordinates of the object's center in the local geographic coordinate 

system, which is set for the electronic map of an area;  
 "Orientation sensor" calculates the angles of rotation of the Euler around the axes of the coordinate 

system; 
 "Angular velocity sensor" determines the angular velocities of rotation of an object in its local 

coordinate system; 
 "Accelerometer" calculates the acceleration of an object along its local coordinate axes, i.e. determines 

the acceleration vector of an object in its local coordinate system; 
 "Touch sensor" detects the collision of an end-effectors with other objects of the virtual environment; 
 "Force-torque sensor" measures the force and moment that are applied by any object of the 

environment; 
 "Rangefinder" determines the distance to the nearest virtual object along the line of sight. 
For each AMR, a set of sensors is configured so that the proxy-agent can promptly transmit to the VIE 

information about its location and the nearest surrounding objects within the sensor's tolerance for resolution, 
as well as warning signals if the sensors detect an unacceptable approach to another object. 

In the proposed approach to building the RSC, the HO plays the key role in decision-making by 
coordinating the activity of robots. He initiates and interrupts the execution of current tasks, taking into 
account the priorities for executing predetermined plans of operations defined by a cosmonaut acting as a 
dispatcher.  

This interpretation brings the interaction of an HO with a group of robots to a higher level of 
generalization in four main areas of building visual feedback: 

1) The computer synthesis of a panoramic 3D visual pattern of movements of AMRs for monitoring the 
supervised area from the standpoint of the "external observer”; 

2) The presentation of an updated electronic map considering current indications received from virtual 
sensors of on-board AMR systems. 

3) The graph representation of current tasks and possible conflicts of interest on the requested shared 
resources. 

4) The images from the opto-electronic devices of a specific robot (and positioning of an observer in the 
coordinate system associated with this AMR, if necessary). 

Thus, in ergonomics terms, an improvement of the SA can be achieved by combined methods of 
constructing DIS, including a panoramic display of the synthesized virtual scenes, by constructing and 
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updating the EM with the indication of moving AMRs and stationary objects(as reference points of an 
information and navigation model), markers on overview displays, optical-television images, etc. 

In the computer model, the panoramic representation of virtual scenes from the view of an external 
observer should be provided by several "virtual camera" (to follow the information technology of "external 
observer") with the multiport display on the monitors of IDS. 

Conclusion 
The problem of using robots during manned flights, associated with human factors, is largely determined 

by the quality of the HRI. Due to the complexity of the verification tests of the HDI under full-scale 
conditions, the paper proposes the method of designing and testing the HDI in lab experiments using existing 
RSCs. 

From the methodological point of view, the possible solution of emerging interdisciplinary problems 
consists in a combination of several complementary concepts: 

a) The robot-centric approach at the stage of designing a separately considered AMR in order to obtain 
the required functionality in its adaptability to extreme environmental factors and to the interaction in mixed 
"men-robots" groups; 

b) The theory of multi-agent systems for VR-modeling the group of AMRs to ensure the coordinated 
movements of robots and to prevent conflict situations; 

c) The anthropocentric approach to the interaction between operators and robots in the course of planned 
operations, implying the priority of human decision-making in the interests of entire mission safety. 

The present-day stage of designing advanced robotic systems for use in extreme environments is 
characterized by the increased interest both to the improvement of the intelligence of individual autonomous 
robots and to the building of the VIE which ensures communication between intelligent agents, acting as 
"virtual counterparts" of real robotic products (existing in physical reality). 

As a result of the study, the configuration and purpose of various types of sensors that generate data 
about the status of real physical environment to model activities of artificial agents were determined. 

The proposed method and algorithms are implemented and tested in the VirSim complex, developed at 
the Federal State Institution Scientific Center of the NIISI RAS (Moscow). Obtained results together with the 
previously developed GLView software package and stored in the memory of the lunar surface electronic 
maps, allow visualizing the movement routes of the observed group in real time and displaying the motion 
parameters on the monitors of the information display system.  

Thus, one can conclude that there is a possibility to scale the structure of the previously used computing 
platform and original VR-tools for creating the RSC in relation to the ergonomic design of the HRI for the 
“cosmonaut – mixed group of AMRs” team what is the continuation of previously obtaining solutions. 
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Abstract 
The article presents analysis of specific functioning features of hexapod-type mechanisms with parallel 

kinematics under space conditions. Comparative characteristics of the most widespread linear movement 
sensor types are given. Schematic structure of hexapod’ linear actuator with indirect position feedback is 
presented. The principal sources of errors of linear actuator rod movement are described. Methods of error 
compensation for ball screw and linear thermal expansion of the actuator elements’ size. 
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Robotic drive systems for kinematic arrangement are divided into two large groups characterized by 
serial or parallel chains connection. 

Serial connection mechanisms have open-loop kinematic chain, and each chain link bears weight of the 
subsequent part including the payload weight (processing tool, object, etc.) thus subjecting the chains to high 
bending torques effect. To maintain accuracy of the discussed mechanisms functioning, improvement of the 
structure stiffness or introduction of additional load relief elements is required, which inevitably results in the 
mechanisms’ mass and size increase.   

On the contrary, in parallel structure mechanisms (PSM) load is distributed between all the chains, so 
high stiffness, precision and load capacity are assigned to the PSM’ advantages. However, PSM have some 
drawbacks, such as limited workspace, as well as complexity and – in general case – ambiguity of analytical 
solutions for kinematic and dynamic problems at control algorithm synthesis [1, 2, etc.]. 

There are parallel structure mechanisms having various number of degrees of freedom of mobile 
platform. Of special interest are mechanisms of hexapod type providing six degrees of freedom: three 
rotational (Euler angles) and three translational (cartesian coordinates) ones. 

The initially proposed mechanism of the said type was V. Gough Platform for testing of a car’ wheel-hub 
assembly at any angle to the surface [3]; then, D. Stewart article [4] was published describing a pilot trainer 
mechanism. Later, the said mechanism, also called Gough-Stewart Platform, was studied by many other 
researchers. 

Hexapod (See Figure 1) consists of the fixed baseplate, movable platform and connecting linear actuators 
(LA). The latter are fixed to the platform by joints. 

 
Figure 1 – Hexapod schematic drawing: 1 – fixed baseplate; 2 – movable platform; 3 – linear actuator;  

4 – joint; Oxyz – coordinates system related to the fixed baseplate center;  
O'x'y'z' – coordinates system related to the movable platform center 
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Hexapod ensures transfer of an object situated on its movable platform according to six degrees of 
freedom relative to its baseplate by changing linear sizes of its ‘legs’ with the help of linear actuators. At that, 
depending on the version of hexapod’ kinematic diagram plotting, joints and linear actuators having their own 
various degrees of freedom can be used [5].  

Hexapods are used for solving the task of objects positioning in various fields:  machinery elements’ test 
systems, precision measuring machines, machine-robots and manipulators of various applications, as well as 
guidance and orientation systems for board devices placed on the non-stabilized baseplate. 

An advanced application of PSM is its use in space technology to solve the task of precision devices’ 
guidance and orientation, as well as their stabilization and vibration isolation [6]. Russian specialists are 
considering possibility of developing a multi-sectional manipulator to ensure navigation management of the 
Millimetron Orbital Astrophysical Observatory [7]. 

At that, use of general-purpose industrial grade hexapod in space technology is considered to be 
impossible due to abnormal operating conditions. Requirements to space application devices include ability to 
operate in wide temperature range and vacuum environment. Besides, there are special requirements to the 
components related to resistance to the integrated radiation and total energy of heavy ions [8]. 

In the open sources, hexapods of the dedicated space application are not presented. For instance, 
hexapods manufactured by Symetrie intended for operation in vacuum and fabricated from materials with low 
thermal expansion coefficients [9] cannot function in space since their components are of general-purpose 
industrial grade and are not resistant to ionizing radiation. So, development of a parallel structure mechanism 
intended for space application became the vital objective and was solved within the range of Research, 
Development & Technology Program [10]. 

In view of special features of the discussed hexapod’ space application, problems related to the 
mechanism components choice and to the possibility of ensuring its functioning in the specific environment 
are being faced, such as wide range of working temperature levels, ionizing radiation, vacuum, etc. [11]. As to 
the theory of the parallel structure mechanisms’ positioning, trajectory and contour control, it has been rather 
completely described in literature including studies performed within the range of Research, Development & 
Technology Program [1, 2, 12, etc.]. 

The main principle of designing high quality system of an object’ positioning and orientation is its 
position feedback control. For the discussed guidance devices, it includes three angular and three linear 
coordinates.  

In the systems of guiding radio antennae, optical devices and other monitoring instruments, the object 
tracking principle is used wherein automatic adjustment of the guidance device’ positioning and orientation 
based on the received information (radio frequency signal power, optical image).  

However, the above method is inadequate for monitoring such complex objects as stars, black holes, 
galaxies, etc., and the task of the guidance device’ positioning and orientation tends to revolve around the task 
of positioning and orientation of the hexapod’ movable platform. Below, possible scenarios of creating the 
platform position’ measuring system are discussed.   

For spacecraft orientation, the principle of point sources (stars and other radiating objects) sighting. 
Orientation parameters are calculated by comparison of the observed image of the sky of stars area vs the data 
of the star catalogue stored in the on-board computer memory. In spite of high-precision determination of the 
order of angular seconds’ units and fractions for angular attitude [13], use of such sensors for measuring linear 
translations within the range of the discussed PSM movable platform does not seem essentially possible. The 
said sensor sizes can exceed the object of guidance’ dimensions, and error measurements of linear translations 
make up kilometers. 

To measure the platform’ movements, it is possible to use combined spatial system of inertial sensors, 
viz. gyroscopes and accelerometers. However, even modern microelectromechanical measuring systems are 
not able of ensuring high-precision control of the movable platform and are subject to substantial drifts in time 
and temperature readings [14].  

It is possible to design the hexapod’ measuring system as a series connection of linear and angular 
sensors in analogy with the design of coordinate-measuring machines with serial kinematics.  However, 
considering the serial design, the said machines accumulate significant errors that by several times exceed 
requirements to accuracy of the hexapod movable platform’ positioning and orientation. Moreover, serial 
mechanism’ kinematic scheme making possible measuring any combination of six angular and linear 
coordinates of the movable platform will be non-rigid and rather cumbersome.     

As an alternative version, the hexapod’ measuring system can be designed according to six separate 
linear translation sensors mounted parallel to each other between the baseplate and the platform. In this case, 
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the so called ‘spatial sensor of position’ is created [15]. A measuring system’ kinematic structure similar to the 
most multi-stage mechanism is the optimum version for multi-chain parallel structure mechanism.  

In this case, the highest control precision can be achieved at the expense of supplying the hexapod with 
the opto-electronic system of measuring the platform’ spatial position relative to the baseplate. At that, 
precision of the platform position measurement is improved at the expense of separating the hexapod’ power 
and measuring subsystems. Based on the measured data, calculation of the hexapod legs’ actual length is 
performed by way of solving the inverse kinematic problem, and the produced data are entered into the 
hexapod control system as feedback signals. In the above scheme, measuring sensors can be either strictly 
bound to the actuator system (built into the linear actuators), or be randomly positioned relative to the linear 
actuator (LA), but the said linear sensors number should be equal to the number of the mechanism’ degrees of 
freedom. 

Spacecraft instrumentation and devices operate in the extremely aggressive environmental conditions, 
which imposes certain restrictions on the components used. First and foremost, there are strict functioning 
requirements applied to the sensors including resistance to ionizing radiation, vacuum, wide range of 
temperature levels, as well as their reliable functioning. Moreover, a spacecraft and its payload should be of 
minimum mass and size aimed at cost saving for placing payload into orbit by launch vehicle.   

Sensors of various functional principles can be used as linear sensors of position. Potentiometers ensure 
information retrieval by the LA control system (typically, analog-to-digital conversion is used), but such 
essential faults as low precision and poor reliability are typical for them. Along with high reliability and 
resistance to external factors effect, inductive and capacitance sensors demonstrate poor accuracy. 
Interferometric sensors allow measuring position with accuracy to micrometer fractions, though have a 
complex structure with expensive components and are completed with the specialized opto-electronic system 
for information processing.  However, the above types of sensors having the precision accuracy required for 
space application PSM are produced worldwide in single quantities, are very expensive and require, at least, 
stable temperature environment.   

It should be noted that translation accuracy of the object fixed onto the hexapod' movable platform 
depends both on manufacturing errors of the mechanism and on the adequate consideration of all the 
kinematic parameters entered into the mechanism control for solving the inverse kinematic problem. 
Moreover, measurement readings for six linear translations are not enough for accurate defining of the 
hexapod platform position since linear actuators, movable platform itself, and hexapod’ baseplate are subject 
to thermal deformation. A temperature change results in displacement of fixing point of all the joints including 
fine joints in the measuring system. To improve the hexapod accuracy, it is possible to fit its basement and 
platform with additional temperature sensors, thus making possible to carry out measurements and further 
check of thermal deformation.  

Still it is accurate functioning of linear actuators that influences precise translation of the output link, i.e. 
movable platform with the object.     

Considering disadvantages of the above-described approaches to designing the measuring system of the 
movable platform’ position and orientation and modular principle applied for the discussed PSM measuring 
system creation, the most optimum strategy is arrangement of the linear actuators functioning as closed-loop 
actuation devices, or servo drive. Set of requirements to the essential ranges of positioning and orientation of 
the hexapod’ movable platform, as well as requirements to tens of micrometers and tens of angular seconds 
accuracy of the platform’ translation and rotational movement, result in the need for the linear actuator rod 
translation with ±2 micrometers accuracy at travel range making up to 200 mm [16].  

There are various kinematic schemes and design concepts on the hexapod’ linear actuator arrangement. 
The actuating part of the discussed hexapod’ linear actuator is arranged according to the typical scheme: 
stepper motor – gearbox – ball screw. Possible scenarios of the actuating part of the hexapod’ linear actuator 
arrangement are as follows.  

The principal requirement to the linear position actuator is the minimal absolute error of measurement. 
We assume that to achieve precise travel of the linear actuator rod, error in linear position measurement 
should not exceed 50% of the acceptable error for the LA rod travel, i.e. ±1 µm. The desired range of 
translations measured by the sensor equals the required linear actuator travel and makes 200 mm.   

Just as in case with separate measuring system of the movable platform’ position and orientation, 
extreme environmental conditions of a spacecraft equipment operation impose a number of restrictions on the 
linear actuator components as well.  
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Strict functioning requirements are applied to the LA information-measuring system, such as ionizing 
radiation resistance, ability to function in vacuum and at wide temperature levels range (±80 °C), resistance to 
electromagnetic disturbances and severe mechanical disturbances at payload placing in orbit. 

The elementary sensor and its processing system should not be expensive and should be of minimum 
mass and size for the sake of cost saving of the spacecraft placing into orbit. Depending on the elementary 
sensor type, signal processing and its useful component extraction can be realized either in rather simple way 
(filters on passive elements, operating amplifiers, analogue-digital converters), or by using high frequency 
schemes of extraction and conversion, optical modulators, standard measures, and other specialized, complex 
and expensive devices.  

Based on the above-mentioned requirements Table 1 sums up specifications [17-19, etc.] of the most 
common types of linear travel sensors. The sensors’ typical absolute error in measurement is given for 
measurements range of 200 mm on condition of the elementary sensors and processing system operation at 
normal temperature level with negligible permissible deviation range.    

Table 1 Specifications of the most common types of linear travel sensors 
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eddy current ±100 10       
capacitance ±10 10 + +   + + 
inductive ±30 > 200 + + + + + + 
interferometric ±0.2 > 200   +    
magnetoresistive ±400 > 200      + 
magnetostrictive ±20 > 200   +    
optical ±0.6 > 200   +    
potentiometric ±500 > 200 + + +  + + 
strain gauge ±400 > 200 + + +  + + 
ultrasound ±1600 > 200   + +   
based on Hall effect ±20 > 200    + +  

 

Based on the Table, it is evident that the desired absolute error in measurement is ensured by the 
interferometric and optical sensors, however no solutions for their space application on commercial scale are 
available. Thus, comparative analysis results reveal the principal challenge of PSM linear actuators’ precise 
control of in space technology:  in the absence of possibility to use linear position sensor as the principal 
feedback element arrangement of precise LA rod linear travel is required.    

Let us discuss possible implementation of a linear actuator with position indirect feedback [11] (See 
Figure 2). The linear actuator’ drive part includes a motor, gearbox, ball screw (BS), as well as a rod fixed on 
the transmission’ movable element.  
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Figure 2 – Schematic diagram of the linear actuator with position indirect feedback  

The LA travel measuring part is composed by the motor shaft' angular position sensor (APS), as well as 
by the limit switches of the LA rod’ linear position. So, indirect sensor of linear position measuring is used in 
the discussed LA. APS ensures getting the local feedback generating information on angular position of the 
motor shaft within one rotation, the said information being converted into the rod linear position l by way of 
recalculation. 

Similar to the case with the linear position sensors (See Table 1), various types of sensors can be used as 
APS. However, angular position inductive sensors converting nonelectric value measured in the induction 
EMF have gained the most widespread use for actuators operating in extreme environment. Among the said 
sensors, there is a rotary transformer (resolver) intended for conversion of angle of rotation into two electric 
signals, their amplitude being the angle’ sine and cosine function, respectively. Joint processing of the said 
two signals allows getting absolute value of the angle of rotation. Resolvers can be of both one pair of 
windings and dual pairs of windings types. Availability of dual pairs of windings improves accuracy of 
angular position determination. Owing to reliability, resistance to electromagnetic disturbances, mechanical 
effect and ionizing radiation, resolvers are widely used in aerospace, defense and petrochemical industries. 
Both home-produced and foreign-manufactured resolvers are available for space application. As limit 
switches, use of either inductive sensors or specialized optocouplers is possible.  

At feedback control, accuracy of the linear actuator rod travel is influenced by measuring error of the 
applied measurement system and by the actuator’ total sensitivity to control signals. So, at designing, 
measuring and actuating elements of the actuator are selected so that the preset accuracy of the rod travel be 
ensured in the course of operation according to the feedback signal. As mentioned above, development of the 
space-application LA with the rod position measuring system is associated with significant technical, 
technological and economic challenges. That is why despite of all the obvious advantages of the above 
measuring system, factors influencing travel precision of the rod in linear actuator without its position 
feedback, as well as methods of compensation of the most important error sources shall be discussed.    

 In the linear actuator in quasistatic mode the following sources of the rod travel accumulative error are 
defined: geometrical errors; temperature errors; errors caused by mechanical loads; control errors; other errors. 

Geometric errors mean interrelation of the LA mechanism’ angles and their relative movement caused by 
manufacturing and/or assembling faults. 

Temperature errors occur due to thermal expansion, shrinkage or distortion of LA elements owing to the 
effect of heat sources, such as environment, electric motor, friction in the ball screw and bearings, etc.    

Errors caused by mechanical loads include mechanism structure distortion under the effect of static load 
in the Earth’ gravitational field (at operating in earth-bound environment), as well as under the effect of 
inertial forces at the acceleration motion of the mechanism’ elements. 

Control errors occur at performance of measurements by sensors or at assessment of position in the 
sensor-free system, at recalculation of the measured or assessed values by the control device, at control signals 
generation by the device, at signal transmission, etc.     

Other errors are those related to instability of the LA fabrication materials geometry, to friction forces 
change, as well as the ones caused by external disturbances (vibrations, etc.). 

The most important error sources as per their share in LA rod travel accumulated error are such as ball 
screw errors (mismatching of the screw’ angular position and the transmission nut’ linear travel) and linear 
thermal changes of the LA elements size. 

In general, there are two ways of improving accuracy at actuating mechanisms designing, namely: 
elimination of error sources and compensation of errors occurring at functioning. The first way envisages 
taking special actions in the process of designing and manufacturing aimed at complete elimination or 
minimization of errors. However, it is impossible to get rid of errors using this approach, so compensation 



378 

measures are to be additionally undertaken. Below, ways of compensation of the above-mentioned most 
important error sources are discussed.  

Figure 3 demonstrates the chart of LA rod travel error relative to its current linear position [11] caused by 
inaccurate functioning of the ball screw that, in turn, is the result of limited manufacture precision.       

 
Figure 3 – Value of error in LA rod travel relative to its current linear position  

According to the chart, error e amounts to 15 µm and more, which markedly exceeds maximum 
permissible value of error, i.e. 2 µm. Compensation of the said error can be achieved at the control signals 
generation preceded by the linear actuator calibration [11].  

Based on Figure 3, it is evident that dependency of the LA rod travel error e relative to the current linear 
position l is a non-linear one. At discrete travel with 1 µm step and 200 mm slide, it is necessary to store 
200,000 correction values in memory, which might be not feasible in case of implementation of the LA 
control system on the basis of microcontroller with limited memory capacity.    

The most optimum scenario is to store incomplete correction data array, i.e. only some discrete set of n 

nodal points  1 2 ( 1), , ... , ,d d d n d ne e e e  making possible finding intermediate correction values.  In 

mathematics, the task is called interpolation, and has a great number of solutions for the general case.  
It seems to be impossible to describe the above dependency  e l  by one common function (i.e. to 

perform global interpolation), so local piecewise interpolation should be considered. At that, a separate 

interpolation function is specified for each interval ( ) ( 1),d i d ie e    .  

Out of the multiple variants of interpolation (piecewise-constant, piecewise-linear, piecewise-quadratic, 
spline-interpolation, etc.) use of the piecewise-linear interpolation is believed to be the most optimum solution 
for correlation of requirements to the memory capacity and to the computational resources. 

At this type of interpolation, the nodal points are connected by line segments, i.e. is linear polynomial 

0 1( )e l a a l   is plotted at each two points interval  ( ) ( ),d i d il e  and   ( 1) ( 1),d i d il e  , where ( ) ( 1)d i d il l l   . 

Coefficients are defined according to the equations 

 0 ( 1) 1 ( 1)d i d ia e l a l  
, (1) 
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1
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d i d i

d i d i

e l e l
a

l l
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Figures 4 and 5 give charts of, respectively, corrections and errors of the piecewise-linear interpolation 
with 0.5 mm step. According to Figure 5, it is evident that maximum error value occurring at the piecewise-
linear interpolation is substantially lower than the permissible rod linear travel error, while using the above 
described method to compensate the error source, i.e. ball screw allows increasing accuracy of the linear 
actuator operation.   
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Figure 4 – Correction values at piecewise-linear interpolation 

 
Figure 5 – Interpolation error values at piecewise-linear interpolation 

In the presence of linear actuator’ wide-range temperature fluctuations, temperature changes of the rod 
position can reach hundreds micrometers [11], which is inadmissible at the preset maximum accuracy of 2 
µm.  Let us discuss method of this error source compensation. 

A body length Δl change at the expense of linear thermal expansion is known to be expressed by the 
formula  

αl T l    , (3) 

where α is a body’ coefficient of linear thermal expansion (CLTE); l is a body’ initial length at 0T ; ΔT is a 

temperature level change relative to 0T .  

A linear actuator consists of n components, each having nominal length in the axial direction il  defined 

for 0 22T С  , as well as coefficient of linear thermal expansion α i . The linear position’ total thermal 

change Tl  shall be described by the expression  

1

α
n

i i
i

T Tl l


   . (4) 

On the screw, BS’ slide nut is in the position  BSl  that is changed depending on the preset linear travel of 

the rod. For the discussed LA scheme, length il  of the rest linear actuator’ components are not changed in the 

course of operation. So, the expression (4) can be converted as follows: 
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where αBS  is the coefficient of BS’ linear thermal expansion; 
1

1

α
n

LA i i
i

K l




   is coefficient accounting for the 

linear thermal change of size of all linear actuator elements with the exception of BS. 
It is possible to calculate such BS nut’ linear position BSl  wherein  the resulting linear position Tl  of the 

LA joint’ external plane relative to its position at 22LAT С   and 0 mmBSl   will be equal (considering the 

thermal change of sizes) to the preset one: .Tl L   

Dependency between the above said values will be expressed as follows: 

TT BSlL l l  . (6) 

Based on the above and considering (5), the following expression is produced: 

 αBS BS LA BST l K lL    . 

Then,  1 αBS BS LAL l T T K       , hence:  

1 α
LA

BS
BS

L T K
l

T

  


  
. (7) 

It should be noted that in the expression (7) constant coefficients αBS  и LAK  are used. They can be 

defined experimentally, which would ensure higher precision as compared to the calculation method.    
For this, at the known and constant temperature level LAT  (though different from the temperature of 

defining LA’ nominal sizes 0 22T С  ),  error values Tl  are defined at two extreme positions of the BS nut 

0 0ммBSl   и 200 200ммBSl   ( 0LAT TT   ): 

 
0, 0α

BSl BS BS LAT T l Kl   
, (8) 
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By subtracting (8) from (9) and expressing αBS , we get: 
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. (10) 

Similarly, it is possible to experimentally define value LAK .  For this, at the known and constant 

temperature level LAT  (though different from the temperature of defining LA’ nominal sizes 0 22T С  )  

error value Tl  is defined Tl  at BS nut position 0 mmBSl  . Then, 

 0αBT S BS LA LAT l K Kl T       , (11) 

 

T
LAK

T

l



.   (12) 

Thus, compensation of the sizes’ thermal change at the linear actuator control is performed. Combination 
of two methods of errors compensation presented in the article allows substantially improve the linear actuator 
precise operation without using precision linear sensor.  

References 
 Lebret G., Liu K., Lewis F. Dynamic analysis and control of a Stewart platform manipulator // Journal of 1.

Robotic System. 1993. Vol. 10. Issue 5. Pp. 629-655. https://doi.org/10.1002/rob.4620100506 
 Zhukov Yu. A., Lychagin Yu. V., Slobodzyan N.S. Hexapod kinematics real-time problem solving // 2.

Intellektual'nye sistemy, upravlenie i mekhatronika – 2017. Materialy III Vserossijskoj nauchno-



381 

tekhnicheskoj konferencii molodyh uchenyh, aspirantov i studentov (Russia). Science editor A.T. 
Barabanov. 2017. Pp. 87-91. (In Russ.) 

 Gough V.E. Contribution to discussion of papers on research in automobile stability, control and tyre 3.
performance // Proceedings of the Institution of mechanical engineers (Automotive Division). 1956-1957. 
Pp. 392-394.  

 Stewart D. A platform with six degrees of freedom // Proceedings of the Institution of mechanical 4.
engineers. 1965. Vol. 180. Pt. 1. No. 15. Pp. 371-385. https://doi.org/10.1243/PIME_PROC_1965_ 
180_029_02. 

 Weck M., Staimer D. Parallel Kinematic Machine Tools – Current State and Future Potentials // Cirp 5.
Annals-manufacturing Technology. 2002. Vol. 51. Issue 2. Pp. 671-683. https://doi.org/10.1016/S0007-
8506(07)61706-5 

 Liang D., Lu A., Wu and R. Dong. Active vibration isolation for stewart platforms using adaptive 6.
backstepping sliding mode control // 37th Chinese Control Conference (CCC). Wuhan. 2018. Pp. 990-
994. https://doi.org/10.23919/ChiCC.2018.8483664K.  

 Artemenko Y.N., Karpenko A.P., Volkomorov S.V. Capability of Parallel Mechanism Used for Attitude 7.
Control of "Millimetron" Space Telescope // Science and Education: Scientific Publication (Russia). 2014. 
Vol. 11. Pp. 357-370. (In Russ.) https://doi.org/10.7463/1114.0740118. 

 International Space Station Researcher’s Guide. Available at: https://www.nasa.gov/sites/default/files/ 8.
files/NP-2015-03-015-JSC_Space_Environment-ISS-Mini-Book-2015-508.pdf/ (accessed 17.07.2019). 

 ZONDA hexapod. Available at: https://www.symetrie.fr/en/ products/positioning-hexapods/zonda/ 9.
(accessed 17.07.2019). 

 Information about R&D No АААА-А16-116052710015-3. Available at: https://rosrid.ru/nioktr/ 10.
IJJUCSNSQASBJTR70JILYZHY/ (accessed 17.07.2019). (In Russ.) 

 Slobodzyan N.S. Evaluation of open-loop linear drive accuracy achieved by calibration and linear thermal 11.
expansion compensation // Radio industry (Russia). Vol. 29 (2). Pp. 54-61. https://doi.org/10.21778/2413-
9599-2019-29-2-54-61. 

 Navvabi H., Markazi A. H. D. Position control of Stewart manipulator using a new extended adaptive 12.
fuzzy sliding mode controller and observer (E-AFSMCO) // Journal of the Franklin Institute. 2018. Vol. 
355. Issue 5. Pp. 2583-2609. https://doi.org/10.1016/j.jfranklin.2018.01.032. 

 Lipatov A.N., Lyash A.N., Makarov V.S., Antonenko S.A., Zakharkin G.V. Star sensor for nanosatellite // 13.
Proceedings of the 1st All-Russian Scientific and Technological Conference "Contemporary Problems of 
Spacecraft Attitude Determination and Control" // Space Research Institute of the Russian Academy of 
Sciences (Russia). 2009. Pp. 66-77. (In Russ.) 

 Guerard J., Larroque M., Lizin G., Verstraeten L., Delavoipiere G. MEMS gyroscope demonstration for 14.
space application, using a DPC // 6th International Workshop on Analogue and Mixed-Signal Integrated 
Circuits for Space Applications (AMICSA 2016). 2016. Pp.15-21. https://hal.archives-ouvertes.fr/hal-
01994045. 

 Zhukov Yu. A., Korotkov E.B., Slobodzyan N.S. Management of a high-precision positioning and 15.
orientation system for a space purpose based on a hexapod with a "spatial position sensor" // Extreme 
Robotics (Russia). 2017. Vol. 1. No 1. Pp. 256-265. (In Russ.) 

 Zhukov Yu. A., Korotkov E.B., Moroz A.V., Slobodzyan N.S. Evaluation of the sensitivity of a precision 16.
hexapod to design parameters, technological and measuring errors // Desyataya vserossiiskaya 
mul'tikonferentsiya po problemam upravleniya (MKPU-2017). Materialy 10 Vserossiiskoi 
mul'tikonferentsii v 3 tomakh. (Russia). Editor-in-chief: I.A. Kalyaev. 2017. Pp. 35-37. (In Russ.) 

 Absolute Linear Transducer Type 3711. Available at: https://www.zettlex.com/wp-17.
content/uploads/Linear-Transducer-3711-OEM-Product-Guide.pdf (accessed 17.07.2019). 

 SMART Position Sensor. Available at: https://sensing.honeywell.com/honeywell-sensing-smart-position-18.
sensor-35-mm-75-mm-225-mm-linear-configurations-productsheet-000674-6-en.pdf2.pdf (accessed 
17.07.2019). 

 XL-80 laser system. Available at: https://www.renishaw.ru/ru/xl-80-laser-system--8268 (accessed 19.
17.07.2019). 

  



382 

A.V. Vasiliev, A.V. Sergeev  

DEVELOPMENT OF REQUIREMENTS FOR A GROUND TESTBED  
FOR MODELING AND RESEARCH OF REMOTE CONTROL TECHNOLOGIES  

FOR A SMALL LUNAR EXPLORATION ROVER 

The Russian State Scientific Center for Robotics and Technical Cybernetics, Saint-Petersburg, Russia 
andrey@rtc.ru, i.shardyko@rtc.ru 

Abstract 
The issues of technical support of the planned space experiment Kontur-3 are discussed in terms of the 

defining the foundation for the construction of a terrestrial testground for communication sessions with a 
ground-based prototype Lunokhod-RTC as a control object. The conditions for the locomotion of moon rovers 
on the surface of the Moon are analyzed. Formed requirements for the composition of the objects of the 
testground. A possible option for constructing such a testground is given. 

Keywords: Moon, lunar rovers, planetary rovers, testground, control technologies, ground testing. 

Introduction 
The possible schedule of the Moon exploration was repeatedly discussed by domestic and foreign 

experts. To date, the overall structure of these phases is mostly clear, although there are some differences in 
the composition, sequence, and projected timing of their implementation. 

An essential part of the first stages of the Moon’s exploration in the next 10-15 years will be to exploit 
mobile robots in solving a wide range of tasks on the Moon’s surface - from research to construction. At 
present, an outline of the possible range of required mobile robotic systems (MRS) has already been formed, 
including: a heavy research rover for geological exploration on the lunar surface, a heavy unpressurized lunar 
rover with piloting capability for transportation, loading/unloading and service tasks, heavy sealed manned 
lunar rover, heavy moon rover-builder, light exploration and service lunar rovers [1-8]. 

An important scientific and technological challenge on the way of celestial bodies exploration by means 
of robotics is the creation and development of a technology for their remote control. Despite the significant 
success achieved in recent years in the field of autonomous control systems for MRS, the role of humans in 
the control loop of planetary robots in the near future will remain significant. Therefore, the development and 
improvement of remote control technologies (teleoperation) for objects located at a considerable distance from 
the control centers is a vitally important scientific and technical task. 

 
Figure 1 – The design concept of the robot «Lunokhod-RTC» for SE «Kontur-3» 

A series of joint Russian-German space experiments (SE) Kontur are aimed at solving this task. The first 
two SEs in the series were carried out in 2008-2016 [9-12]. The purpose of the SEs Kontur is to study how 
hostile to humans weightlessness factors affect the operator located on board the manned space complex 
(MSC), and also to work out the control technologies of the robotic complexes taking into account delays in 
the communication channel, working out the ergonomic issues of building places of the operator in zero 
gravity, working out scenarios for the functioning of moon rovers during future expeditions on the moon. 

Within the framework of the currently planned SE Kontur-3, from the Russian side, it is proposed to use a 
small model (weighing about 150 ... 200 kg) of the lunar rover, intended both for scientific exploration and a 
number of service tasks during maintenance of objects of scientific and industrial importance on the surface of 
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the Moon [13]. Figure 1 shows the preliminary technical concept of the ground rover prototype for 
development and testing of the different scenarios of perspective exploration and exploitation missions on the 
Moon. 

An important condition for conducting the planned SE Kontur-3 is to create the testground (polygon) in 
order to perform control sessions with the ground rover prototype simulating scenarios of future lunar 
missions. The focus of this work is to define the requirements for such a polygon and also to suggest possible 
polygon implementations 

Tasks of the service and exploration lunar rover 
Based on the analysis of the well-known publications [1-2, 6-7] and scientific reviews carried out at the 

Central Research & Development Institute (RTC) [3-5, 8] on the tasks potentially faced by moon rovers in 
future missions, the considered object can be seen as a prototype of a small service/exploration rover, whose 
tasks include: 

 conducting research and exploration to study the composition and distribution as well as to mark 
useful resources on map, for example, loosely coupled and frozen volatiles in the polar regions of the moon; 

 assisting astronauts on the surface of the moon when they perform maintenance tasks on lunar 
infrastructure or transport small objects, etc.: 

 tasks that can be performed in the telepresence mode, when using the virtual and augmented reality 
technologies, the operator has the impression of being on the surface of the moon. The latter tasks may 
include: transporting and placing on the lunar surface small instruments for scientific or industrial use, 
assembling spatial structures, connecting individual components together, working with connectors. 

Analysis of the motion conditions of the lunar rover on the Moon surface 
If we analyze information about the surface of the Moon, which is known from the results of previous 

studies, we can get the following picture [14-16]. 
General information about the Moon and its surface is given in Table 1. 

Table 1. The main physical characteristics of the moon and its surface 

Parameter Value 

Distance from the Earth, km, average 384 400 

Period of circulation, earth day 27,3 

Radio transmission time to Earth, s 1,3 

Gravity at the surface, m/s2 1,62 

Atmosphere presence No 

The temperature at the surface, К (°С), according to [16] 
from 120 to 400   

  (from minus 150 to plus 130) 

Solar radiation on the surface, W/m2 1400 

Surface Albedo 0,075 

Magnetic field Nearly absent 

Space radiation on the surface 
Approximately 50 %  

  from outer space 

Characteristic processes on the surface  Meteorite bombardment 
 

The surface of the Moon is made of craters and hills, saturated with stony inclusions. The constant 
bombardment of the moon by meteorites is the reason that its entire surface is covered with a layer of fine 
crushed matter, the regolith. Regolith is a good thermo-insulating material, therefore even at a depth of several 
centimeters a constant temperature is maintained. 

Regolith is a fairly homogeneous class of soil in terms of particle size – silty sand with a noticeable 
amount of stones and stone blocks, which can be considered separate protruding obstacles when analyzing 
traversability. 
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In comparison with terrestrial analogs, the lunar soil is easily compressed (compacted) from a density of 
1,2 to 1,9 g/cm3, highly tends to electrization, has anomalous adhesion and low thermal conductivity. Despite 
noticeable stickiness, it is unstable to vibrations. Being able to easily hold a vertical wall, but it has a slope 
angle of approximately 45° in the case of free pouring. 

As a result of research by Soviet and American apparatuses, it was found that the difference in the 
geomorphological situation in the areas of their work had little effect on the physical and mechanical 
properties of the soil [14]. Therefore, it is possible to consider the average, most typical soil parameters in 
natural occurrence, for fairly large areas of Moon. 

Table 2 shows the main mechanical properties of the surface layer of the lunar soil according to the 
results of using the Lunokhod-1 research using contact methods, which are of greatest interest from the point 
of view of ensuring movement on the lunar surface and modeling the appropriate conditions on Earth. 

The uppermost surface layer along the Lunokhod-1 route was a pulverized, easily deformable material. 
The fine-grained soil layer generally had a depth of at least 5 cm and was fairly uniform. In the case of straight 
movement of the Lunokhod-1, the depth of the rut varied from 1 to 5 cm. When moving on steep slopes, the 
rut depth increased due to skidding. Severe destruction of the soil occurred when turning - the depth of the 
track reached 10 cm. 

Table 2. The main mechanical properties of the surface layer of the lunar soil 

Parameter Value 

The average particle size, microns 10-100 

Bulk density, g/sm3 1-1,8 

Porosity, % 40-50 

Cohesion, kPa 0,5-5,0 

Angle of internal friction, ° 10-30 

Carrying capacity, kPa 10-100 
 

The most difficult parts of the lunar surface from the point of view of ensuring the movement of the 
vehicle are deposits of loose soil in combination with large slopes on the slopes of craters. 

Measurements of the carrying capacity of the soil showed a significant heterogeneity of mechanical 
properties along the route of the Lunokhod-1 from 0,2 to 1,0 kg/cm2 (20-100 kPa). For relatively even areas 
and intercrater spaces, the most frequent (60% probability) areas of soil with carrying capacity from 25 to 55 
kPa were encountered. Along the entire route of the Lunokhod-1 movement, the most frequently (46 %) 
carrying capacity was equal to 0,34 kg/cm2 (34 kPa) [14]. 

Carrying capacity of less than 25 kPa was observed on crater rims and on slopes with steepness of more 
than 10°. Lower carrying capacity was found in areas with pronounced traces of the processes of crater 
formation and other forms of relief in combination with significant slopes [16]. 

The resistance to rotational shear at the explored sites ranged from 0,02 to 0,09 kg/cm2 (2-9 kPa). The 
most common value of the resistance of the rotational shear was 0,048 kg/cm2 (4,8 kPa) [14]. 

The lunar soil along the routes of the Soviet lunar rovers has good compactibility, while with the 
compaction of the soil the values of its carrying capacity and resistance to rotational shear increase. The 
carrying capacity of the uppermost layer of soil (from 1 to 5 cm depth) was estimated by calculation from the 
depth of the track, the load on the ninth wheel and its dimensions. It turned out to be very small: from 0,02 to  
0,03 kg/cm2 (2-3 kPa). At a depth of more than 10 cm, the soil has the best mechanical properties: the carrying 
capacity is 1 kg/cm2 (100 kPa), the resistance to rotational shear is 0,06 kg/cm2 (6 kPa). 

The study of the coupling properties of the Lunokhod-1 chassis revealed that the movement resistance 
coefficient ranged from 0,15 to 0,25. Specific free thrust (ratio of tractive force to weight) reached values from 
0,2 to 0,41. Traction characteristics ensured steady movement of the moon rover on the slopes of steepness up 
to 20°. The parameters of  interaction with the ground of the Lunokhod chassis were very close to the values 
obtained during testing the self-propelled chassis on Earth. Slippage of the drive wheels ranged from 0 to 15 
% in horizontal areas and up to 30 % on slopes [14]. 

Experts of VNIItransmash used grinded volcanic pumice stone and dry cohesionless quartz sand [17] as 
analogs of lunar regolith on Earth for physical modeling and running trials of experimental chasses prototypes, 
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because these materials have similar to regolith values of the movement resistance coefficient ݂, and cohesion 
߮ (see table 3). 

Table 3. Earth analogs of the lunar regolith [17] 

Soil Type ࣐ ࢌ Description 

Lunar regolith 0,15…0,25 0,7…0,8 – 

«Soil-1» 0,12 0,67 Grinded volcanic pumice 

«Soil -2» 0,17 0,61 Cohesionless quartz sand 
 

Craters, typical cross-sections of which are shown in Figure 2, represent a specific and distinctive form 
of lunar relief formations. Freshly formed small craters usually have a nearly spherical shape. About 95 % of 
lunar craters are of this shape. Large craters, as a rule, are flat-bottomed, but there are craters of conical, 
cylindrical, and other forms. Older craters are smoothed and deformed due to erosion. 

According to Figure 2, craters are classified into three main morphological classes — A, B, and C by 
their geological and morphological properties. Additional classes AB, BC are also distinguished. The 
youngest class A craters are characterized by a maximum steepness of the walls, a pronounced rim and a large 
number of stones both inside the crater and in the concentric area around it [15]. 

 
a – class A crater; b – class B crater; c – class C crater;  

d – intercrater space (fully buried crater) 
Figure 2 – Presumptive cross-section of typical geological and morphological formations [15] 

As can be seen from Table 4, the vast majority of craters in the considered marine areas - up to 97 % - 
are represented by class C craters (wall slope angle from 8 to 10°), BC (from 10 to 15 °) and B (from 20 to 
25°). The share of "young" craters - A (from 35 to 45°) and AB (from 30 to 40°) does not exceed 3 %. The 
most common craters of classes C and BC have wall slope angles that does not exceed 20° and are 
characterized by a very small number of fragmentation inclusions (stones), often in a partially buried position 
in the regolith. 

Table 4. The percentage of craters of various classes on the lunar seas and on the route of the Lunokhod-1 

Crater  
Class 

۶/۲ 
Crater’s Wall 
Slope Angle, ° 

Total Percentage 
on Moon Seas, % 

Total Percentage on 
the Lunokhod-1 

Route, % 

А 1/4…1/5 35 - 45 0,5 1 

АВ 1/6…1/7 30 - 40 2,5 2 

В 1/8…1/10 20 - 25 20 17 

ВС 1/11…1/12 10 - 15 30 32 

С  1/14 8 - 10 47 48 
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The other characteristic elements of the lunar surface are stones and stone ridges. Stones are most often 
found near craters. In this case, the larger the crater, the more stones there are around it. 

All the morphological diversity of the primary stones in emissions from fresh craters can be reduced to 
four main types, presented in Figure 3: stones of irregular (I), pyramidal (II), prismatic (III) and flattened 
(slab) shape (IV). In terms of morphology, as shown in Figure 3, the stones of the selected types can be further 
divided by degree of destruction into three age classes: primary angular (1), angular-rounded (2), rounded (3). 

 
Figure 3 – The morphology of the stones in the Lunokhod-1 exploration area [14, 15] 

Class 1 includes stones of a clear, initially angular shape, associated mainly with class A craters; Class 2 
– angular-rounded stones, most often related to class B craters; class 3 consists of rounded stones, distributed 
mainly in the craters of class C and in the intercrater space. 

For large stones of class 3 (more than 20 cm), deeply buried location is widespread, as well as the 
presence of a plume of small clastic material around them. 

The distribution of stones of various size along the Lunokhod-1 route shows that the surface of impact 
craters belonging to a special morphological group as well as of class A craters is the most rocky, while the 
surface of craters C and intercrater space are the least rocky areas. At the same time, the largest number of 
encountered stones have diameter from 2 to 15 cm. The probabilistic number of stones with diameter from 10 
to 15 cm: up to 40 pieces per 100 m2. Stones larger than 15 cm occured much rarer. Therefore, stones larger 
than 15...20 cm can be considered as single obstacles in the path of the moon rover, which can be 
surmountable or insurmountable. 

Thus, it is necessary to consider the following elements as distinctive features for modeling the 
conditions of movement on the Moon: 

 sandy coverage of the surface to imitate lunar regolith; 
 sandy slopes that are typical for large craters of classes C and BC; 
 small craters with a diameter of not greater than 1 m; 
 protruding large stones (up to 200...300 mm in diameter); 
 placers of small stones. 

Terrestrial testground requirements 
In order to develop the skills of an astronaut operator concerning control of a prototype of a lunar rover 

from spacecraft, as well as to develop and test the technologies for such control, it is necessary to investigate 
both locomotion and manipulation tasks within scenarios simulating conditions of lunar missions. To do this, 
it is necessary to equip a room in which the testground protected from external weather conditions as well as 
the operators workstations would be placed to provide technical support for the sessions. 

In order to implement the SE Kontur-3 sessions, in accordance with the above information about the 
nature of the lunar surface, the objects listed in Table 5 should be available at the testing ground simulating 
lunar conditions. 

Table 6 shows the infrastructure elements of the testground (active and auxiliary) that are necessary for 
implementing the SE scenarios. To study manipulation tasks of various degrees of complexity, it is proposed to 
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use mock-ups of scientific instruments similar to those considered in the scenarios developed for a heavy 
research lunar rover «Robot Geologist» in the framework of the corresponding research [3-5]. An approximate 
design of the scientific instruments taken as the basis is presented in Figure 4. 

Table 5. Elements of the testground relief 

№ Object Studied Tasks Description 

1 Sand coverage of the 
entire testground area 

All tasks associated with 
the movement of the 
moon rover

Dry cohesionless quartz sand is considered as 
a model of the soil 

2 Small craters with a 
diameter of not greater 
than 1...3 m 

Control of a moon rover 
with moving around or 
over local obstacles 

Craters of classes C and BC with wall slope 
angles from 5° to 15° 

3 Placers of small stones Small stones imitating the fields of grinded 
material on the surface of the moon. Size of 
stones is from 20 to 150 mm 

4 Large stones Stones from 200 to 300 mm in height, 
partially buried in sand 

5 Slopes Control of the moon 
rover locomotion with 
partial skidding of 
propellers. Actions in 
emergency situations 

Imitation of hilly terrain or long slopes inside 
large craters. Slope angles from 5 to 10 °. 
The long slope (hill) structurally serves as a 
preparatory relief element for the 
organization of a large crater (pit) 

6 Large crater Large crater of intermediate class BC / B 
with the wall slope angle up to 15°...20° 

                  

 a b 

               
 c d 

a – central unit (CU) of the automated scientific station; b – seismometer; c – laser reflectometer;  
d – gas analyzer (cap is transparent only to show the inner elements)  

1 – CU housing; 2 – antenna of radio channel; 3 –  TV-spectrometer camera; 4 – detector of space rays;  
5 – seismometer housing; 6 – holder; 7 – electrical connector; 8 – housing; 9 – holder; 10 – small-size drill;  

11 – drive; 12 – electronics unit; 13 – mass-spectrometer 
Figure 4 – Scientific equipment prototypes for an exploration rover [5] 



388 

 
Table 6. Testground infrastructure 

№ Object Study Tasks Description 

1 A mock-up of the 
landing platform 
with ramps for the 
lunar rover descent 
and compartment for 
installing the 
container with the 
gained samples 

Descending  from the landing 
platform along the ramps. 

Delivery of the container with the 
gained samples to the platform. 

Scenarios of possible emergency 
situations during the descent of the 
lunar rover (optional) 

The most simplified and lightweight 
design, the main elements of which 
are the ramps 

 

2 Imitator of the 
central unit of an 
automatic scientific 
station 

Manipulation. 

Maintenance of scientific 
equipment (connection to power 
supply), visual inspection, 

Simplified mock-up allowing to 
perform maintenance operations 
(cable connection, replacement of 
functional modules) 

3 Seismometer 
imitator 

Manipulation.  

Removal from the moon rover and 
installation of scientific instruments 
on the surface of the moon 

Simplified mock-up of a cylindrical 
device with a handle for grip by a 
manipulator 

4 Imitator of a laser 
corner reflector 

Manipulation.  

Installation on the ground, setting a 
given orientation, bringing into 
position (unfolding) 

Simplified mock-up imitating a panel 
of laser corner reflectors 

5 Imitator of a gas 
analyzer situated on 
the ground 

Manipulation.  

Removal from the moon rover and 
installation of scientific instruments 
on the surface of the moon. 

Simplified mock-up of a cylindrical 
device with a dome-shaped lid and a 
holder for grip by a manipulator 

6 Imitator of energy 
module with solar 
panel 

Manipulation tasks. 

Cable connection Visual inspection. 
Cleaning the working surfaces of 
the equipment. 

Simplified mock-up in the form of a 
“box” connected by a cable to the 
mock-up of the solar array with the 
possibility of changing the orientation 

7 Cable Manipulation tasks. 

Running the cable in a given way. 
Working with connectors 

A mock-up of cable with connectors. 
Option of composite cable is possible 
(connection of several segments) 

8 Telecameras 

Auxiliary elements for the 
preparation and maintenance of SE 
sessions 

Cameras (up to 8 psc) for SE sessions 
visual support and recording, 
mounted on racks around the 
perimeter of the testground 

9 Fencing Testground perimeter fencing with 
technological passages for staff 

10 Stairs Technological stairs for climbing the 
elevations in case of emergency 
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Possible implementation of the testground 
A possible variant for constructing a testground for developing and testing the functional scenarios of a 

lunar rover ground prototype during the SE Kontur-3 is presented in Figure 5. 
The testground has dimensions of 20×20 m. Its central part is occupied by an elevation of about 1 m in 

height (indicated by H1000 in the figure), in which a bowl pit is made imitating a large crater of class B/BC 
with wall slope angles from 10 to 20°. The diameter of the crater is about 10 m. A ten-degree slope leads to 
the crater rim from outside. 

The rest of the testground, marked H150, is a relatively flat surface filled with sand. In this part there are 
small irregularities such as small hills, craters, placers of small stones and imitators of large stones as 
insurmountable obstacles for the lunar rover. 

The testground has a fence around the perimeter. There are video cameras for recording and tracking the 
rover on the elevation at the perimeter. 

The elevation with a large crater has a vertical wall with a fence along its perimeter. For quick access to 
the top of the hill in case of any emergency situations, technological ladders for staff are provided. 

           
Figure 5 – Diagram of a possible testground layout 

Conclusion 
In the course of the currently planned SE Kontur-3, from the Russian side, it is proposed to use a small 

model (weighing about 150...200 kg) of the lunar rover, intended both for scientific research and a number of 
service tasks during maintenance of scientific and industrial facilities on the Moon surface. 

Requirements for both the Lunokhod-RTC ground prototype, which will be used as a control object in 
the SE Kontur-3, and the testground for the SE sessions, are preliminarily determined. 

Further work is related to the detailed elaboration of scenarios for conducting SE sessions and the 
refinement of the design of the control object and the testground site. 
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Abstract 
The article presents the results of analysis of experimental ground testing methods of planetary rovers. 

An abnormal situations analysis that arise during planetary rovers operation, shows the need for ground tests 
to improve the completeness and accuracy of planetary rovers' functioning evaluation in normal mode. Main 
approaches of planetary rovers ground tests conduct were analyzed. The semi-natural test methods of 
planetary rover chassis are considered. The structure of the soil for conducting planetary rovers chassis semi-
natural tests is determined. Approach to study and modeling of the longitudinal slip six-wheeled planetary 
rover climbing along an inclined plane is considered.  The methodology for testing fault-tolerant planetary 
rover control systems is given. Analyzed the telemetry testing method with the "ExoMars" rover program. The 
results of analysis of experimental ground testing methods of planetary rovers is the determination of the 
merits and shortcomings of the approaches to testing, as well as formation of main provisions integrated test 
methodology to improve completeness and reliability the assessment rovers functioning in normal mode and 
in abnormal situations case. 

Keywords: planetary rovers, wheel chassis, rovers’ experimental ground tests, fault-tolerant control 
system, telemetry system testing methodology. 

Introduction 
Self-propelled vehicle "Lunokhod-1" was designed and assembled by Lavochkin Association. 

"Lunokhod-1" successfully completed scientific task on the surface of the moon.  The planetary rover traveled 
a distance of 10,540 meters, during this time 200 telephotometric panoramas and about 20 thousand images 
were transmitted to Earth. During the shooting, the most interesting features of the relief stereoscopic images 
were obtained, allowing for a detailed study of their structure. Ground tests were very important to make this 
research mission successful. 

Space objects studies using planetary rovers are also being carried out at the present time. Consider the 
basic composition of the rover used for research missions. In general, the rover is a mobile robotic system, 
which is equipped with a set of instruments and sensors, as well as a manipulation mechanism. The rover must 
solve research problems in a gravitational effect, different from the earth. In addition, when solving scientific 
research tasks, a planetary rover needs to move around difficult terrain. Planetary rover’s control is possible in 
manual and automatic modes. In manual mode, the control is carried out by the operator. Operator gets data 
from cameras and sensor systems. Delays in telemetry sessions when data is exchanged between the rover and 
the control center on Earth can cause an emergency situations. An emergency situation in this article means 
rover’s mobility loss, as a result it cannot continue to carry out its scientific and other functional tasks. 

When controlling a rover in automatic mode, the data for the control system also comes from sensors and 
cameras. Errors of sensor readings, as well as the visual assessment complexity of the soil carrying capacity 
using the vision system, can significantly affect a planetary rover control system operation can lead to an 
emergency situations. Therefore, in order to control the planet rover operation, both in normal mode and in the 
event of an emergency situations, manual and automatic control modes combined is necessary. But even 
operator and the automatic control system joint work do not guarantee that there will be no an emergency 
situations during the operation of the planet rover. 

Consider the main emergency situations that may arise during a planet rover operation, for example, the 
rover Opportunity [1]. Over the entire operation period, Opportunity has been in emergency situations several 
times. After a successful landing in the Eagle crater, the rover first attempts to go in the direction of crater 
walls greatest rise angle the ended in failure. It was possible to leave the crater only moving across the slope. 

A year later, the rover’s front right wheel steering wheel was frozen at the 8° position to the longitudinal 
axis. To preserve mobility, it was decided to deploy the rover and move in reverse. Later the rover was stuck 
in a sand dune about 0.35 m high. The lifting angle was no more than 12°. Front in the course movement 
wheels completely have been dug into the ground . It was decided to go back, that is, to move again the main 
forward course. A little more than a month later, as a result of numerous local movements, the rover managed 
to get out onto solid ground. 
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Also, the Opportunity rover fell into a sand trap during operation and could lose mobility several times as 
a result of strong skidding. 

The considered an emergency situations encountered by the Opportunity rover prove the need for 
conducting complex planetary rovers’ ground tests. At the same time, in the complex ground tests, a planetary 
rovers’ work should be considered both in normal mode and in an emergency situations event. 

The work purpose is to analyze the methods of experimental ground testing of planetary rovers in terms 
their work assessing the completeness and reliability in normal mode and in the event of emergency situations. 

Proper function wheel chassis, motion control systems with a sensors set and telemetry systems ensure 
make a rover functioning without losing mobility. Therefore, in this paper we analyze experimental ground 
tests techniques this systems. 

Methods of testing wheeled chassis planetary rovers 
At the moment, wheeled chassis are the main mobile platform for planetary rovers. The main tasks of 

testing a wheeled chassis are maneuverability evaluation and rover stability assessment during normal 
operation. 

Depending on physical and mechanical properties of a a soil and relief, there is a distinction between 
supporting and profile maneuverability. At the same time, when evaluating these types of terrain for ground-
based landing gear, ground-based experimental tests are carried out [2]. These tests can be carried out both on 
the natural landscape and on special landfills. As a natural landscape, a complex relief is usually chosen on 
volcanic sands or in deserts (Figure 1). When testing at special test sites, quartz sand or a soil analogue is used 
[1, 3]. 

 
Figure 1 – Fragments of planetary rovers' tests 

Soil and terrain choice depends on the space object on which the rover will operate. At the moment, 
research using planetary rovers are taking place on the Moon and Mars. Both the lunar and the Martian surface 
represent a complex sandy relief with a large craters number. Therefore, special chassis planetary rovers 
ground-based experimental tests are required on loosely coupled soils. In the works [4] and [5], the parameters 
of the soil-analogue for planet rovers ground tests are given. Soil analogue parameters were obtained as a 
result of the images analysis of the planetary rovers wheels, which got stuck in the ground during operation on 
Mars. 

When testing a planetary rovers’ running gear, the main characteristic is the time to move from a starting 
point to a final point of a route. In addition, the estimated movement average speed over rough terrain. Also 
tracked are the parameters of the obstacles that the planetary rover can overcome without maneuvering. These 
parameters include: steps and stones height, terrain elevation angle, loose soils carrying capacity [6]. 

Also for testing the chassis used rovers’ virtual models. Thus, in [7], the problem of a six-wheeled 
planetary rover longitudinal slip when climbing along an inclined plane is considered. Longitudinal glide 
occurs when a planetary rover rises uphill on loosely bound ground. An example of such a situation is a planet 
rover departure from the crater. Longitudinal gliding can lead to a situation where the planetary rover cannot 
get out of the crater. 

Also for testing the chassis used rovers’ virtual models. Thus, in [7], the problem of a six-wheeled 
planetary rover longitudinal slip when climbing along an inclined plane is considered. Longitudinal glide 
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occurs when a planetary rover rises uphill on loosely bound ground. An example of such a situation is a planet 
rover leaving from the crater. Longitudinal gliding can lead to a situation where the planetary rover cannot get 
out of the crater. 

The authors of [7] collected experimental data to simulate the rover rise on an inclined surface for only 
one rover’s wheel. For this purpose, a special bench equipment was developed (Figure 2), imitating the 
dynamic loads on the rover’s wheel when climbing on an inclined surface with loosely coupled soil. Further 
modeling of the six-wheeled planetary rover was carried out uphill. The input data for the simulation of each 
rover’s wheel were received from the stand equipment. As a modeling result, an assessment of longitudinal 
slip effect on the rover’s mobility is given. 

 
Figure 2 – Bench equipment for experimental data collection 

A rover’s stability loss is associated with a change in its position in space or on a plane. Therefore, it is 
necessary for the planetary rover to distinguish between rollover resistance and skidding or sliding resistance. 
In both cases, two stability types can be considered - static and dynamic. Static stability is usually understood 
to mean a planetary rover’s ability to maintain its original position while at rest or in motion, and dynamic - a 
rover’s ability of to withstand a inclination critical angle achievement its hull under the influence of disturbing 
factors [8]. 

In [8], the experimental stability assessment method is presented. When testing used special layouts. Due 
to the complexity of the gravitational attraction imitation, which is different from the earthly, and also because 
of the equations describing validity a rover’s stability for any gravitational field, the rover’s mock-up’s tests 
are conducted under the earth's gravity conditions. Further, an analytical assessment of the planet rover’s 
stability was carried out. Table 1 shows the layouts parameters on which the tests were carried out, and, for 
comparison, the parameters of Lunokhod-1 are presented. Experimental studies were carried out in cases 
where mock-up No. 1 and No. 2 were moving down by a stepped obstacle, as well as when mock-up No. 3 ran 
into an insurmountable obstacle by two wheels simultaneously and braked. 

The stepped obstacles were made of planks whose height varied from 0.3 to 0.55 m. A stability and 
subsequent study a rover deceleration when they collided with an insurmountable obstacle was carried out on 
a special platform, the angle of which could change. The blow against an insurmountable obstacle, which was 
a wall with a height of 0.35 m and a width of 0.25 m, was carried out at a speed of 0.555 m / s. The wall was 
installed at the slope end strictly perpendicular to the layout longitudinal axis. A rover stability investigation 
when hitting an insurmountable obstacle was carried out at tilt angles from 25 to 27 degrees, and when 
braking – from 17 to 21 degrees [8]. 

When testing on mock-ups, the devices recorded angular displacements in a vertical-longitudinal plane, 
vertical accelerations and deformations of suspensions.  

As the tests result, it was obtained that the calculated values of the rover’s stability are very close to the 
experimental ones. A comparison was also made of the calculated stability values for Lunokhod-1 and the 
actual data obtained during normal operation, the results of which led to the conclusion that the calculated and 
actual data were in agreement. 
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Test method for a planetary rover’s fault tolerant motion control 
In most planetary rovers’ models, control can be carried out both in manual and automatic modes [9]. 

The main systems for a planetary rover’s implementation control process are: a technical vision system, a 
radio communication system, a navigation system, and a mechanical position sensor system [6]. As in all 
autonomous mobile robots, automatic control systems for planetary rovers can be divided into a strategic 
control level and a mechanics’ functional control level. At a strategic management level, the rover determines 
the trajectories of movement on an another planet’s surface. After determining the trajectory of movement at a 
mechanics’ functional control level, it is determined: which drives should turn on, for what period of time and 
with what power. 

Table 1. Mock-up's and "Lunokhod-1"'s technical characteristics 

Parameters Dimension 
Mock-up 

«Lunokhod-1» 
№1 №2 №3 

Mass kg 179 217 255 780 

Inertia moment  
about x axis 

kgm2 310 230 450 290 

Gravity height center m 0,835 0,75 0,98 0,835 

Coefficient of 
accounting for 
rotating masses 

- - - 3,8 1,96 

Double stiffness 
extreme suspensions 

N/m 16600 1520 1660 1660 

Double stiffness of 
medium suspensions 

N/m 7000 8800 7000 7000 

Wheel stiffness N/m 25·104 25·104 25·104 25·104 

Double brake 
stiffness 

N·s/m - - 2000 2000 

I-th wheel  
damping ratio 

N·s/m 125 125 125 125 

 

A planetary rover’s strategic level chassis control system is based on neural networks. The input to the 
planetary rover's neural network comes from a technical vision system. In an ambiguity event in the 
interpretation of input data, the rover can query the operator to adjust the movement in manual mode. At a 
mechanics’ functional control level systems, besides a task of moving , it is important to prevent slipping. To 
do this, drive control should be carried out according to the torque [10]. 

The functioning of a planet rover’s motion control systems requires an integrated approach application 
based on the data on the physical layout and on the results of computational experiments based on a rover’s 
digital model. Consider a control system’s test method for example scientific work [11]. This paper discusses 
the fault-tolerant planetary rover management system. The authors consider the possibility of using this 
control system in a malfunctions event in a rover’s electro-mechanical system. The method task of control is 
to restore the performance of a faulty planetary rover to a level acceptable for making further scientific tasks 
[11]. 

To obtain the initial data, the rover mock-up’s tests within the ExoMars program framework were carried 
out (Figure 3). The rover’s model moved straight through a special area with sand. During the tests, the sand 
was filled up at such a level as to prevent the mock-up from sticking in it. In order to collect a sufficient 
amount of initial data, 26 experiments were carried out and malfunctions were simulated in a mechanical 
layout system. 
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Figure 3 – Moke-up for working out fault-tolerant control system 

The use of a fault-tolerant planetary rover control system allows the restoration of a given movement 
trajectory in the faults presence in the mechanical system. 

A planet rover telemetry system testing methodology 
A telemetry system fuction is very important when operating the planet rover in manual mode. 

Communication with the planet rover for direct management can take place with a long time delay. To a 
planet rover’s test  in manual mode with delays in telemetry sessions, the European Space Agency (ESA) 
conducted Mars Rover moke-up  test on the ExoMars program [12]. ESA scientists conducted tests on a 
special  field measuring 80 by 50 meters, which simulated the surface structure of Mars. The purpose of the 
test was to check how the rover could move off the landing module after landing on Mars (Figure 4). 

 
Figure 4 – The rover's moke-up of on the landing module 

The rover was controlled by a team located in the Netherlands. At this time, the rover itself was in 
France. With each new test, the team operating the rover did not know where the rover was located in the test 
site. The only information they owned came from cameras and sensors installed on the rover itself and the 
landing module. The remote control complexity was added by the fact that it was not carried out in real time. 
The team could receive telemetry data at specific time intervals, after which it sent the necessary commands to 
the rover for execution. Telemetry sessions were held once an hour. Each new task was initially modeled as a 
virtual model of the rover environment (Figure 5), and then compared with a panoramic image obtained from 
various cameras installed on the rover [12]. 
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Figure 5 – Digital model environment of the rover 

Four of the five tests were successful. Only in one of the five tests, the rover fell from the ramp, on which 
it needs to move down from the landing module. 

Conclusion 
A planetary rovers’ ground-based experimental tests analyzed in the article are effective in studying a 

specific subsystems capabilities. In this case, each approach disadvantage is the absence of accounting for the 
gravitational effect, which is different from the earthly one. Despite the fact that in [8] it is stated that the 
equations for estimating the stability of a planetary rover are valid for any gravitational field, the authors also 
note the need to clarify data during ta rover normal operation. In [7] and [11], the initial data for the models 
were obtained as a result of experimental testing with assumptions that do not fully reflect the real operating 
conditions of the rover. Testing the method of telemetry, which was conducted by ESA, considers only the 
exit of the Mars rover from the landing module and does not consider movement on the planet. 

As a result of the planetary rovers’ ground tests considered methods analysis, it can be concluded that the 
ground tests of a planetary rovers’ individual subsystems cannot give a complete assessment of a planetary 
rover work under normal conditions. To clarify the parameters of stability and throughput, it is necessary to 
develop a comprehensive methodology for ground tests, which takes into account the interaction of a rovers’ 
subsystems and the gravitational effect, which differs from the earthly one. 

To imitate a gravitational effect, different from the earthly one, one should apply the method of de-
suspension. In addition, it is necessary to analyze and improve the existing technological equipment to 
simulate the gravity of other planets [3]. 

The tests’ results can be the basis for a rover’s detailed digital model development. The effectiveness of 
digital models use for complex electromechanical systems is shown in [13], [14], [15]. 

Digital models are necessary for the study of critical situations in a rover normal operation. In addition, a 
planetary rover’s digital model can be used to simulate its movement in order to substantiate and develop 
proposals for making a motion control decision. In the future, the digital model of the planet rover can be 
upgraded in order to provide the ability to predict the failures of the planet rover systems during normal 
operation on another planet. 
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Abstract 
The paper describes the design and application experience of a system for payload inertia parameter 

estimation based on an industrial manipulator equipped with 6 DoF force/torque sensor. The methods for 
mass, center of gravity and inertia tensors identification are presented. Error analysis is conducted for the mass 
and center of gravity identification methods. Theoretical analysis of the errors propagation is confirmed by 
and simulation and experiment.  

Keywords: center of gravity, mass, inertia tensor, identification, industrial manipulator, force/torque 
sensor. 

Introduction 
In fast and accurate motion dynamics expected from industrial manipulators the precise knowledge of 

robotic system dynamic parameters is of great importance. Both the manipulator and its payload parameters 
are required for the overall model to be valid. Several papers are devoted to the manipulator dynamic 
parameters identification [1,2] which can be used to identify the manipulator parameter. These parameters are 
considered constant and usually supplied by the manufacturer. The methods are too complicated for the 
payload identification alone that typically deemed as a rigid body with constant parameters. 

 There are several ways to perform inertia parameters identification [3]. In [4] all the methods are 
classified into two big categories: 

1. Static  
2. Dynamic 
In static methods, the main principle is kineto-static relationships that allow to estimate only the mass 

and the center of gravity (CoG) of the payload.  In the dynamic methods the motion of the payload is utilized 
to estimate the inertia tensor (typically relative to the body fixed frame). For example in [5], from motion 
analysis of multi cable suspension the inertia tensor is estimated.  The same estimation is done via eigen-
motion analysis of the object in [6]. Its noteworthy that in most cases the static parameters (mass and CoG) 
and the inertia tensor are estimated separately. Typically, the former are used in process of the later 
estimation. 

Industrial manipulators are designed to both accurately follow special trajectories and provide static 
positioning that makes it convenient tool for its own payload identification. This is quite acute since payload 
type change or change of payload parameters in the manufacturing process can occur frequently in modern 
automated manufacturing while estimation of the payload parameters with application of special tools and/or 
methods is time consuming, technologically cumbersome or pricy (equipment cost).  

In the paper a system based on an industrial manipulator equipped with a force/torque sensor is used in 
two steps inertia parameters identification process:  

1) estimation of mass and CoG; 
2) inertia tensor estimation.  
The first step assumes multiple measurements of the force/torque at the sensor mounted at the end 

effector of the manipulator before the payload in the kinematic chain. The force/torques are measured at 
different payload orientations to ensure linear independence and robustness of estimation. The estimation is 
performed in the least square sense. 

In the second step the data obtain in the first is utilized to generation rotation about the CoG of the 
payload to estimate the inertia tensor of the later. The force/torque measurements are accumulated in motion 
and post processed to get the required parameters also in the least square sense. 

System description 
The kinematic structure of the system is presented in the fig. 1. 
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Figure 1 – Kinematics of the system for inertia parameter estimation  

In the picture: 
XsYsZs – coordinate system (CS) associated with the force/torque sensor (FTS); 
СG – objects center of gravity; 
g – gravity vector; 
ௌݎ – objects center of gravity vector in FTS coordinate system. 

The force/torque acting on the FTS at the mounting point S represented in XsYsZs CS are gives as (1) [2]: 

 s SF m g 
 (1) 

 s S S
CGT m r g  


 

All real FTSs have zero biases of the measured force/torque components. For this reason eq. (1) should 
be augmented to account for it. The modifications leads to (2): 

 s S
FF m g b  

 (2) 

 s S S
CG TT m r g b   


 

with 

 [ , , ]
s S S S T

x y zF F F F – FTS measurements (forces); 

 [ , , ]
s

S S S T
x y zT T T T – FTS measurements (torques); 

S S b
bg R g  – gravity vector in FTS CS; 

[0,0, 9,81]b Tg   – gravity vector in base frame X0Y0Z0; 
S
bR – rotation matrix from base frame into XSYSZS; 

[ , , ]T
f fx fy fzb b b b - FTS force components biases; 

[ , , ]T
t tx ty tzb b b b  - FTS torque components biases. 

In general motion the torque at the center of gravity S is calculated according to the Euler motion 
equation which can be written in the axes of CS XsYsZs as (3) [3]:  

 ( )
s S s

CG CG CG TT r F I I b         



 (3) 

Xs 

Ys 
XCoG 

YCoG 

Zs 

ZCoG 
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where Fs– force vector at FTS (biases subtracted); 

[ , , ]T
x y z    – angular velocity of the object transformed into XСoGYСoGZСoG frame; 

[ , , ]T
x y z       – angular acceleration of the object transformed into XСoGYСoGZСoG frame; 

11 12 13

12 21 23

13 23 33

CG

I I I

I I I I

I I I

 
   
  

– inertia tensor at XСoGYСoGZСoG frame. 

Step 1: Mass and CoG estimation  
The object mass and center of gravity estimation is achieved through measurement of the forces and 

torques at the object attachment point to FTS when gravity force is applied in different direction. Changing the 
direction of gravity force is done by positioning only two joint of the industrial manipulator. The manipulator 
is posed in initial configuration such that the last to joints closest to the attachment point form polar coordinate 
system. The measurements are taken according to the algorithm: 

1) m tangent joint positions are equally spaced in the interval [-90°;90°]; 
2) for each k-th tangent joint position n yaw joint positions are chosen equally spaced in the interval [-

180°; 180°]; 
3) at each k-th tangent and j-th yaw joint positions the manipulator is paused for 2-3 seconds to mitigate 

the dynamic effects in the compliant elements of the sensor and the manipulator; 
4) after the pause the FTS measurements are recorded. 
The accumulated nхm pairs of the force/torque measurements and angles (α5k, α6j) are stored and 

processed as follows. 
For each k-th tangent and j-th yaw poses qq. (2) can be expressed as (4) 

 
5 6ˆ ( , )S

i Fi FF U   
 (4) 

 
5 6ˆ ( , )S

i Ti TT U   
 

where 5k – angular position of the k-th tangent measurement; 

6 j – angular position of the j-the yaw  measurement at the k-th tangent measurement; 
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Index i just indicates the number of the measurement in the total sequence. 
Stacking all the measurement vectors in one big vector one obtains (5) 
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Thus the required parameters are obtain from (5) using Moore-Penrose pseudo-inversion as (6): 

56
ˆ S

F F f  
 (6) 

56
ˆS

T T t     

56 F
 , 56T

  – pseudo-inverse of  56F , 56T . 

Step 2: Inertia tensor estimation 
The inertia tensor is estimated by sequentially rotating the object about its CoG (estimated in the 

previous step) about three orthogonal axes. The angle about an axis has sinusoidal time law.  
The inertia tensor is calculated from the force/torque measurements and the angular 

velocities/accelerations recorded during each axis rotation. 
Eq. (3) can be rearranged as(7) to form the regressor matrix [3] 
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Iii – diagonal elements of the inertia tensor; 
Iij – off-diagonal elements of the inertia tensor; 
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Again stacking all the measurement in one be vector one can obtain (8) 

  S
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where 

  
1[ ]
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From eq. (7) and (8) using pseudo-inversion the inertia tensor components are expressed as (9) 

     1T T S
I M


              

 (9) 

Error sources analysis 
According to (6) and (9) the errors in the inertia parameters estimated are mostly due to two underlying 

measurements errors of the kinematic motion parameters and the force/torque measurements. 
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The first source is due to trajectory following errors and finite angle sensor resolution and noise as well 
as other mechanical uncertainties. 

The second source is FTS resolution combined with FTS calibration errors and non-linearities.  

Analysis of influence of the force/torque measurement errors onto the mass and CoG estimation 
The model of the force/torque measurements is depicted in fig.2. 

 
Figure 2 – Force/torque measurement model 

m – object mass; 
g – gravity vector; 
rCG – CoG radius from FTS frame; 
F – vector of actual forces acting at the output flange of the FTS at XsYsZs frame; 
T – vector of actual torques acting at the mounting point of the FTS at XsYsZs frame;  
С – stiffness matrix; 
ΔX – vector of FTS mechanical deformations; 
u – voltages at Whitstone bridges of the tenso-elements; 
S – calibration matrix; 
Fоц,Tоц – force/torque estimates at the at the mounting point of the FTS. 
This model give inside into the causality of physical and information processes of FTS measurements 

with attached  payload of mass m, center of gravity at rCG: 
The payload act on FTS with the force F ant torque M causing the deformations ΔX of the tenso-elemets. 

Customly this deformation are considered linear in the applied force/torque and related via the stiffness matrix 
C. However, linear approximation does not account for non-linear effect such as material hysteresis, 
temperature deformations and other physical factor changing the resistance of the tenso-elements.  

The deformation of the tenso-elements are transduced into electrical signals in Whitstone briges and 
preamplified before the analog-to-digital conversion.  The parameters of preamplifiers and passive elements in 
electrical circuits are temperature dependent and generally different for each force/torque component. The 
electrical signals and the force/torque estimates are related through the calibration matrix S. 

According to the description above the following notes about the possible error sources in the 
force/torque measurements seems: 

1) the assumption about the  relationship between the acting force/torque and the mechanical 
deformation to be linear and constituted by the stiffness С is only the first order approximation; 

2) the calibration matrix S relating the electrical equivalents of the deformations to the estimates of the 
force/torque may be determined not exactly. Furthermore, the relationship itself is linear only. 

Let 
Fk – actual force vector at k-th measurement; 
Tk – actual torque vector at k-th measurement; 
ΔFk – force error vector at k-th measurement; 
ΔTk – torque error vector at k-th measurement. 

Thus the FTS measurements vectors  ,k kF T  are (10)  



k k k

k k k

F F F

T T T

  

  
 (10) 

Eq. (4) takes the from (11) 

5 6( , )k k Fk FF F U       (11) 

5 6( , )k k Tk TT T U       

Staking the measurements in one big vector like in (5) equations (12) are easily obtained: 

56F FF F      (12) 
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56T TT T      

From eq. (12) the required inertia parameters are expressed as (13) 

56 56F FF F F     
 (13) 

56 56T FT T T       

From (13) it can be deduced that the influence of the FTS measurement errors on the inertia parameters 
estimates is linear and in general can not be compensated by some acquisition scheme. However, for the large 
enough data set this influence reduces to zero provided zero mean assumption for ΔFk, ΔTk. 

Analysis of influence of the positioning errors onto the mass and CoG estimation 
The error due to kinematic uncertainties for the mass and CoG estimation represents itself in the 

orientation errors. The orientation errors  modeled as the uncertainties in the tangent and yaw joints angular 
positions. The actual angles of the joints are (14)  


5 5 5i i    

 (14) 


6 6 6i i     

where 

5 6,    – joint position errors; 

5 6,   – required (or expected) angle values; 

 
5 6,i i   – actual angles  

Using (14) eq. (4) can be written as (15) 
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Considering that combine rotation about the same axes can be presented as a sequential multiplication of 
rotation matrices and also assuming that 5 6,    are small enough to replace all trigonometric functions 

with their linear approximations, matrix 5 5 6 6( , )S
b i iR         can be approximated as (16) 
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Remember the property of a skew-symmetric matrix S (17) 

)( ( ) TS R R S Ra a     (17) 

Under aforementioned assumption and using (16), (17) eq. (15) is expressed as (18) 

   S

Fi Fi Fii F F F Fif m             (18) 
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i – measurement index. 
Stacking again all the measurement vectors in one big vector gives (19) 
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Applying pseudo-inversion in (19) the values for the mass and the CoG vector components  as well as 
FTS biases are obtained as (20) 

   1( )
T

F F F FF F F F m            
 (20) 

   1( )
T

S
T T T TT T T T CGr        

  
 

where 


F  – vector containing the estimates of the mass and the FTS biases for the force components; 

F  – vector containing exact mass and the FTS biases for the force components; 

F  – errors in estimates of the mass and the FTS biases for the force components; 


T  – vector containing the estimates of the CoG vector components and the FTS biases for the torque 

components; 

F  – vector containing exact the CoG components and the FTS biases for the torque components; 

F  – error vector of the CoG components and the FTS biases for the torque components estimates; 

From eq. (20) following observation are immediately available: 
1) the errors in the estimates of the FTS biases for the force/torque components does not depend on their 

actual values; 
2) the errors in the estimates of the the mass and CoG vector are proportional to their actual values; 

3) it can be shown by expanding the expression for   1( )
T

F F F F
       and 

  1( )
T

T T T T
       in (20), that the minimum of the CoG and FTS biases errors  is attained when the 

values set of 5 6,   is symmetric with respect to zero. This means that the points of the manipulator end-

effector are placed uniformly and symmetrically on  a sphere/hemisphere. 
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Experimental evaluation of the proposed method for the mass and CoG estimation 
This section is devoted to the experimental verification of the theoretical analysis presented in the 

previous sections. The verification is performed in two ways: 
1) Computer simulation of the error propagation;  
2) Experiments with the hardware.  

Simulation 
The errors introduced by the uncertainties in the orientation angles are evaluated by numerically 

calculating the differences of corresponding values at particular point  
5 6,i i   from the same values at the 

exact positions 5 6,   given the equally spaced network of the joint position errors 5 6,   . 

The typical result are shown in the figures 3-6. The figures shows qualitative  

 
Figure 3 – The mass error distribution against the errors  

in tangent and yaw joints positions 

 
Figure 4 – The norm of CoG vector distribution against the errors  

in tangent and yaw joints positions 
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Figure 5 – The norm of force components biases (FTS) distribution against the errors  

in tangent and yaw joints positions 

 
Figure 6 – The norm of torque components biases (FTS) distribution against the errors  

in tangent and yaw joints positions 

Analyzing fig. 3-6 the following observation can be made:  
1) Fig. 3 shows that the errors in tangent and yaw joints positions have similar influence on the mass 

estimation;  
2) Fig. 4 reveals that tangent joint position error gives greater add-up to the CoG estimation error than 

that of the yaw joint; 
3) Figures 5-6 illustrates the opposite situation: the yaw joint error gives greater rise in force/torque 

biases than that of the tangent joint. 
The dependence of the errors on the value of the parameters are shown in fig. 7-10. 
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Figure 7 – The error in mass determination against the object mass 

 
Figure 8 – The norm of the CoG vector error against  the norm of the CoG vector 

 
Figure 9 – The norm of the torque biases vector error against the torque biases vector 

 
Figure 10 – The norm of the force biases vector error against the force biases vector 
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Brief analysis of the fig. 7-10 confirms the theoretical result in the previous sections.  
Simulation also confirmed that any systematic error in the force/torque measurements will be 

accumulated in the FTS biases. The random errors in this measurements can't be mitigated by any particular 
orientation set but the increasing the number of points has shown its steady decline. 

Experimental estimation of mass and center of gravity 
Experimental setup is shown in fig.11. It consists of the industrial manipulator KukaKR300R2500 Ultra 

equipped with specialized flange with orthogonal rods. Each axes has screw for mounting a specialized 
weights at particular distances measured with engraved rulers.  All coordinate systems are given in fig. 11. Z 
axis is collinear with the yaw joint axis and the mounting rod axis. Y and X axes are parallel to the 
corresponding rod axes and lay in the appropriate plane of the FTS measurement axes.  

 
Figure 11 – Experimental setup 

The first series of experiment consist in differential evaluation of the CoG estimation accuracy. The goal 
is to estimate the method accuracy by shifting the CoG vector by the known value and comparing the shift 
vector with the calculation results. This allows to refrain from actual knowledge of the CoG vector and work 
only with its relative shifts. 

The measured object was placed at three different positions on the X axis at given distances. The results 
are presented in table1. 

Table 1. First experiments results 

Expected values Actual values 

№ Х,mm Y,mm Z,mm М,kg Х,mm Y,mm Z,mm М,kg 

1 245 0 160 4,8 242 2 162 5 

Δx 55 55 

2 190 0 160 4,8 187 1 162 5 

Δx 60 64 

3 120 0 160 4,8 123 0 163 5 
 

Table 1 shows the maximum deflection of the CoG vector from the expected value to be 3 mm that can 
be explained by difficulties in the payload positioning and its final pose estimation by the rulers. The mass 
error is explained by the actual FTS resolution being about the error magnitude. The FTS hysteresis also takes 
place. 

The second series of experiment is devoted to evaluate the influence of the true mass value on the 
accuracy of the mass and CoG estimation. In the experiment the CoG vector was kept constant while the mass 
was variable. The results are given in table 2 and fig. 12. 
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Table 2. Second experiment result 

Expected values Actual values 

№ Х,mm Y,mm Z,mm М,kg Х,mm Y,mm Z,mm М,kg ΔM 

1 0 0 370 4,8 -2 -2 375 5 0,2 

2 0 0 370 9,6 -0 -1 372 10,0 0,4 

3 0 0 370 19,65 0 0 366 20,2 0,55 

4 0 0 370 39,3 0 0 368 40,6 1,3 
 

    
  а) b) 

Figure 11 – Table 1 graphical representation: а) Z axis component of CoG vector error;  
b) mass error. Both a) and b) are againt the actual mass in kg 

The experiment confirmed the theoretical prognosis about dependence of the mass estimation error on 
the actual mass. 

Conclusion 
The paper presents the analysis of the error sources in the mass and center of gravity estimation 

procedures. The method of estimation is based on utilizing an industrial manipulator equipped with a 
force/torque sensor. Theoretical analysis gives qualitative relationships between the parameters of the system 
and the expected errors. Theoretical results are verified by computer simulation and experiment with the 
system prototype. 
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Abstract 
In 2012, the Nuclear Robotics Lab (NRL) of Korea Atomic Energy Research Institute (KAERI) initiated 

research for an unmanned emergency-response robotics system. To date, it has developed various types of 
robotics systems based on the NPP (Nuclear Power Plant) maintenance experiences. In this paper, its recent 
work is introduced, including an all-terrain vehicle (ATV) and a remote controlled forklift, a radiation 
monitoring drone, a range-gated image (RGI) camera system, and a heavy duty mobile manipulator. 

Keywords: emergency, response, robot, KAERI 

In 2012, the Nuclear Robotics Lab (NRL) of Korea Atomic Energy Research Institute (KAERI) 
initiated research for an unmanned emergency-response robotics system. To date, it has developed various 
types of robotics systems based on the NPP (Nuclear Power Plant) maintenance experiences. In this paper, its 
recent work is introduced, including an all-terrain vehicle (ATV) and a remote controlled forklift, a radiation 
monitoring drone, a range-gated image (RGI) camera system, and a heavy duty mobile manipulator.  

Radiation monitoring system 
The NRL of KAERI has proposed a rapid radiation monitoring system [1]. The system comprises an 

ATV, a drone, and two radiation detectors (Fig. 1). The ATV has been modified for remote control and has 
excellent speed and adaptability to various types of terrains. Moreover, it can be used to carry the drone to a 
site to be monitored. The drone is equipped with two radiation detectors, and can measure radiation and send 
radiation data to a control station or smart phone. The two radiation detectors were designed to have light 
weight so that they can be carried by the drone. Each detector incorporates both low and high range Geiger 
Muller counters for wide range measurement. The measuring range of each detector is 10 uSv/h ~ 100 Sv/h 
and 1 uSv/h ~ 100 Sv/h.  

 
Figure 1 – Remote Accident Monitoring system 
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Remotely operated forklift 
The forklift (Doosan Pro 5) has been modified for remote operation and has a maximum payload of 1.5 

tons [2]. Moreover, it has been fitted with seven motors for control of steering, brakes, acceleration, 
forward/reverse gears, lift, and tilt (Fig. 2). In addition, it has been fitted with two laser range finders, one on 
each side of the forklift. The forklift can be used to transport heavy objects or to remove debris. 

 

 

Range-Gated Imaging Camera 
In the event of a loss-of-coolant accident at a nuclear power plant (NPP), visibility inside the reactor 

containment building of the NPP is likely to be poor due to vaporized water. Visibility in a severe accident 
scenario is likely to be only in the range of 0.4 ~ 4 m [3].  

In this study, we sought to utilize RGI technology to obtain visual information in a poor visibility 
environment. As shown in Fig. 3, the developed RGI camera system uses an ultrashort pulse laser as an 
illuminator and an intensified CCD (ICCD) camera. Laser light is irradiated to the ‘object to be observed’, and 
the ICCD camera receives  only that light which is returned from the ‘object to be observed’: all other light, 
such as that reflected from particles or objects unrelated to the ‘object to be observed’, is filtered out. This is 
achieved by the gate control of the developed RGI camera system, which regulates the opening of the shutter 
of the ICCD camera at the instant where the returned laser light from the ‘object to be observed’ reaches the 
camera. Received light is amplified using the on-board electronics. 

Figure 2 – Remotely operated forklift 1 
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A test result of RGI system is shown in Fig. 4. Fig. 4(a) depicts a CCD camera image of the chess board 

is not visible, even at a distance of 3 m from the camera. On the other hand, a chess board located 10 m ahead 
from the ICCD is visible (Fig. 4(b)).  
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(a) Gate opened when reflected light returns back from the 
object 

(b) Gate closed when reflected light returns back from the 
particles located between camera and object 

Figure 3 – Operation principle of RGI system 

(a) CCD camera                                      (b) ICCD camera 
 

Figure 4 – Image of CCD(a) and ICCD(b) with fog 
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Abstract 
An accident in a nuclear facility causes a great social cost. To prevent an unexpected nuclear accident 

from spreading to the catastrophic disaster, emergency response action in early stage is required. A small sized 
high power robotic manipulator can be an appropriate candidate to deal with a wide spectrum of tasks in an 
emergency situation. In this paper, we discuss about the design of a high power robotic manipulator, which is 
capable of handling high payloads for an initial response action to the nuclear facility accident. 
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1. Introduction 
An accident in a nuclear facility causes a great social cost. To prevent an unexpected nuclear accident 

from spreading to the catastrophic disaster, emergency response action in early stage is required. However, 
high radiation environment has been proved as a challenging obstacle for human workers to access to the 
accident site and take an action in previous accident cases. Therefore, emergency response robotic technology 
to be used in a nuclear accident site instead of human workers are actively conducted in domestically and 
internationally. 

Robots in an accident situation are required to carry out a variety of tasks depend on the types and 
patterns of accidents. An emergency response usually includes removing of debris, make an access road to a 
certain place and handling valves. These tasks normally involve high payload handling. However existing 
human-sized robotic manipulators are not appropriate to deal with heavy duty tasks due to the limit of 
payloads. Thus, a small sized high power robotic manipulator can be an appropriate candidate to deal with a 
wide spectrum of tasks in an emergency situation. 

In this paper, we discuss about the design of a high power robotic manipulator, which is capable of 
handling high payloads for an initial response action to the nuclear facility accident. 

2. Heavy Duty Dual Arm Robot 
The size of the robotic arm is an important factor to be utilized in a disaster situation such as nuclear 

accident. Because most man-made structures are built for human, human-sized robots are ideal for 
maneuvering freely inside and outside the accident site and handling the tasks performed by workers. In this 
paper, we propose a robot manipulator with a length of 1 m that simulates the linkage structure of a human 
arm in order to carry out a disaster response tasks. 

The robotic arm should be able to handle heavy loads for various operations required in case of an 
accident, such as door opening and closing, valve operation, radioactive contamination treatment, and debris 
removal. Therefore, the robotic arm should be able to produce high power 
and large torque in a limited size. In order to implement the size and output conditions mentioned above, we 
designed the robot based on the hydraulic actuators. 

The hydraulic actuators can produce approximately 10 times more output compared to electric motors. In 
addition, the hydraulic actuators can generate large force and torque without a gear reduction, therefore the 
structure can be simple. Hydraulic actuators are strong against external forces; thus they are suitable for work 
requiring large load. 

In this study, we designed an eight degree of freedom dual arm robot capable of handling objects over 
100 kg. 
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Figure 1 – Heavy duty dual arm robot, ARMstrong 

The linkage structure of the ARMstong robot was designed by simulating the human body. For mobility, 
the caterpillar was adopted. The small mobile hydraulic power pack was installed for the operation of the 
robot. Fig. 1 shows the concept design of ARMstrong (Accident Response Robot). 

3. Simulation 
The V-REP robot simulator was used to evaluate the characteristics of the designed robot. In the 

simulator, the robot's work space, joint torque, and control performance were accessed (Fig. 2). In addition, 
we constructed a virtual nuclear accident environment and conducted the detail work such as door opening 
and closing, valve operation, debris removal, hull movement, and transfer of radioactive materials. 

 
Figure 2 – Armstrong robot simulation in a virtual accident environment 

4. Conclusion 
In this paper, we discussed about the design and simulation of heavy duty dual arm robot for disaster 

response in case of a nuclear accident. In the future, detailed design, manufacturing and control system 
development of robot will be expected. 
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Abstract 
The paper considers the problem of assessment of digital threats for cyber-physical objects of high 

operational risk – nuclear power plants (NPPs). An assessment method combining an information model with 
a simulator of physical processes is suggested. The method supports the integration of smart mobile digital 
assets (e.g., robots). The method scope matches with the standard template of cybersecurity assessment 
developed by IAEA. 

Keywords: cybersecurity, nuclear power plant, simulator, model, discretionary model, cyber, physical. 

Introduction  
The implication of information technologies into the operation of nuclear power plants (NPPs) is steadily 

growing. The implementation of digital and computer-based instrumentation and controls (I&C) systems had 
been proceeding slower than in other technological sectors, for example, petrochemistry and transport because 
of the conservatism, which is inherent to the atomic industry. 

 However, recently, the process has gathered pace and found acceptance [1,2,3]. A set of factors 
contributed to it: increased confidence in digital technologies based on the operation experience in the 
industry; the toughening competition with other power generation systems and the need to implement more 
complex control algorithms that are difficult to implement with analog technologies; NPP accidents (like 
Chernobyl and Fukushima). The latter has highlighted the need for cybernetic autonomous and automated 
devices in NPP critical events when a human cannot be directly on the object. 

However, digital technologies, being indispensable for some critical cases or significantly increasing the 
operational efficiency, have also a negative impact of operational safety of NPPs. The effect appears in new 
vulnerabilities of NPP— cyber threats. The threats are mostly similar to the informational threats known to the 
IT-industry, but they have a peculiarity distinguishing it among the pure informational threats. The peculiarity 
is: a cyberthreat unfolds to the full extent only by influencing the processes that pass directly in the control 
object, and digital medium is just the carrier to transfer the malicious influence.  

To assess threats of that nature and resist them, one has to use not only computer security methods but 
also some methods developed for nuclear (technological) safety provisioning for NPP. The paper suggests 
combined usage of information models [4], which describe NPP cybersecurity architecture at different stages 
of the NPP’s life cycle, and a simulator of physical processes within the NPP. 

The integrated security model of the NPP digital I&C system includes the information model [4], and the 
physical simulator model. The simulator model is under development in a frame work of IAEA project [5].  

1. Description of the information model 
The component ܯܦ is described by the discretional cybersecurity model, which is a simplified 

information model derived from the model [4]. 
ܯܫܦ ൌ൏ ,∗ܩ ܱܲ , where ܩ∗ ൌ൏ ሼܩ|݅ ൌ 1, ܰሽ  are all possible system states characterized by 

security graph  ܩ with assets ሼܱ, ܵሽ as vertices. ܱ means objects as “passive” actives and ܵ means “active” 
actives. 

Some mobile assets (for instance, robots) that interact with the object either physically (direct access) or 
via information channels can act as subjects. 

The edges represent the binary relation of directed information transfer between assets in the frame of 
system operation, OP is the set of security graph transformation corresponding to the model (we call it 
allowed transformations) ܩ ൌ൏ ,ܣ ሼ⟼ሽ . 

The entry ܽ ⟼ 	ܾ means information or right (physical access) transfer from the asset a to the asset b.  

2. Description of the simulator  
The goal of the simulator is to imitate the I&C systems in NPP, providing a realistic platform for the 

threat assessment and security control verification. The specialty of I&C systems from IT system should be 
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implemented in the platform. Not only the digital control components can be compromised, but also the 
control object, the physical process of NPP, can be affected in the simulator.  

To meet the above requirements, the simulator could be designed in this architecture, in Fig.1. The 
simulator is consisting of three major parts, a process simulator of NPP, control components, and a Human-
Machine Interface (HMI). The process simulator will simulate the continuous processes of a NPP, offering 
measurements to the control components, and receiving manipulated variables from the control components. 
Control components generate manipulated variables from the input measurement based on the control 
algorithms, set points, and commands from the HMI. The HMI of the simulator will be served as the 
interfaces of the part of control components, as well as of the part of process simulator. It can display the 
“original” process states from the process simulator. It can also display the “reported” states from the control 
components. In this way, the consequences of cyber-attacks on the digital control components, together with 
the indirect consequences of the physical process through the digital components, can be illustrated on the 
HMI. 

 
Figure 1 – Architecture of Asherah Simulator 

Part of the Asherah Simulator developed by the IAEA Coordinated Research Project (CRP) J02008 [6] 
can satisfy the above requirements and architecture. The participants of the CRP are 17 institutes from 13 
countries. The Asherah NPP Simulator developed by University of São Paulo (USP) is based on the 
Matlab/Simulink model. It includes primary, secondary & tertiary cooling loops of a hypothetical Pressurized 
Water Reactor (PWR) named “Asherah”. Control components of the Asherah NPP are hardware of 
programmable logic controller (PLC) developed by Austrian Institute of Technology (AIT), Framatome, 
Canadian Nuclear Laboratories (CNL), Korea Atomic Energy Research Institute (KAERI), and Otto von 
Guericke University Magdeburg (OvGU). The HMI is developed by Tsinghua University connecting with 
USP’s Simulink model and PLCs via OPC UA protocols. 

The reconfigurable feature of Asherah Simulator can support the zoning by IEC 62645 [1]. 

3. A method of risk assessment with the combined approach 
The technique of risk assessment consists in the application of information model for the generation of a 

tree of attacks on the object with the use of a digital asset followed by “playing” the attack distribution process 
on the simulator. 

The transition between the models may be performed either by an expert or automatically (in case of 
matching of model interfaces). A standard template developed by IAEA for the project [5] suits for the 
description of an attack scenario. We provide a tailored and simplified template form (Table 1), where all the 
fields unrelated to the work have been removed.  

Table 1. A standard template for a cybersecurity assessment scenario 

Field Guidance Model used 

ID scenario’s identifier - 

Threat Actor DIM 

Effect(s) Cyber effects on active DIM 
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Field Guidance Model used 

1st order Specify effect on targeted component Simulator 

2nd order Specify system-level consequence(s) 
Simulator 

DIM 

3rd order Specify enterprise-level consequence(s) 
Simulator 

DIM 

Exploited vulnerability Specify a vulnerability identifier DIM 

Vulnerability reference(s) 
Provide URL reference(s) to identified 

vulnerability (if applicable) 
DIM 

 

Entry point 
Starting point for attack  (the root of attack 

tree) 
DIM 

Targeted component 
targeting component of active  (if 

applicable) 
DIM 

NPP resource(s) impacted 
Identify NPP functions or resources 

affected 
Simulator 

DIM 

Indicator(s) of compromise 
Identify technical or behavioral conditions 

associated with the attack 
Simulator 

DIM 

Risk Select from enumerated - 

Mitigation(s) Specify mitigating security  control(s) 
Simulator 

DIM 

Conclusions 
The paper considers the problem of assessment of digital threats for cyber-physical objects of high 

operational risk (like modern NPPs). We suggest a method based on the consistent application of an 
informational model combined with a simulator of physical processes in the NPP. The advantages of the 
method are its comprehensive approach which considers both the attack medium (digital content) and the 
attack object (the real equipment of NPP) and also transparent integration of smart mobile digital assets (for 
example, robots) into the model. Existing formal security models and physical simulators can be used as the 
tools of the method. The scope of every model matches with the standard template of cybersecurity 
assessment developed by IAEA. 
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Abstract 
The results of developing a radiation-hardened robotic complex to work in hot cells at nuclear industry 

facilities as well as a training simulator which is a virtual copy of the production site, are presented. The 
robotic complex includes the following original constituting elements: a robotic manipulator, a control device 
with force feedback, a control server with software. The training simulator is a hardware and software 
complex, the software part of which is identical to that used for the robotic arm control. The software has been 
developed on a modular basis and contains both original and the state-of-the-art components. The simulator 
hardware consists of an original control device with feedback, VR equipment and a control server. 

Keywords: robotic complex, manipulator, control device, force feedback, joystick, radiation-protected 
chamber, hot cell, training simulator, virtual reality, VR, control software. 
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1. Robotic complex 
Mechanical master-slave manipulators (MSM) are widely used at nuclear facilities for performing 

technological operations in hot cells. The undeniable advantages of such manipulators are their high reliability 
and relative simplicity of design. At the same time manipulators of this type have a limited set of operations 
like capture, retention, and movement of an object in the horizontal and vertical planes. At the moment, in 
Russia, this area is practically not covered by robotization which could expand the capabilities of MSMs by 
adding comfortable remote control, possibility to work with heavy loads, automation of routine tasks. There 
exist robotic manipulators for the nuclear industry on the market such as A1000, Telbot by HWM [1] but their 
use in Russia is limited due to their relatively high price. 

The need to expand the technological capabilities of MSMs while maintaining high radiation resistance 
and moderate cost allowed us to formulate the task of developing a hardware-software complex that includes a 
robotic manipulator, a control device with force-moment feedback and control software. The generalized 
diagram of the robotic complex is shown in Figure 1. 

 
Figure 1 – The generalized diagram of the robotic complex 
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The control scheme of the robot contains three levels: 
a) a robotic arm with a control device, sensors and actuators; 
b) a control server; 
c) the EtherCAT real-time computer network. 
The robotic complex consists of the following elements: a robotic manipulator, a control device with 

force feedback; a control panel with hardware buttons and a touch screen; a server with control software; a 
servo control cabinet; a power cabinet. 

The manipulator is a 6-link 6-DOF robotic arm with a 2-finger gripper having the following features: 
1) To ensure high resistance to ionizing radiation, the drives are placed in the base of the robot arm 

outside the hot cell and are made in the form of separate quick-detachable units. 
2) Mechanical transmission of rotational motion from the drive unit to the wave gearbox is implemented 

through coaxial gear shafts and backlash-free bevel gears to reduce the positioning errors of the robotic arm. 
3) Resolvers are used as feedback sensors in drive units. They are less susceptible to the damaging 

effects of ionizing radiation in comparison with semiconductor optical encoders. 
4) The object moving distance is the area inside the cubic hot cell with dimensions of 1m x 1m x 1m. 
At the design stage of the robotic arm, a series of numerical experiments were performed in the ANSYS 

software. With the help of the ANSYS Rigid Body Dynamics module, a comprehensive simulation analysis of 
the kinematic scheme of the structure was carried out, its stability was evaluated and the occurrence of 
mechanically forbidden states was excluded. Strict requirements for technological equipment designed to 
operate at high levels of ionizing radiation impose serious restrictions on the choice of structural materials [2]. 
Since the body of the manipulator and most of the elements of its kinematic scheme are made of stainless 
steel, the problem of maximally reducing the mass of the structure without deteriorating its strength 
characteristics was solved. The results of modeling in the ANSYS mechanical environment can be presented 
in the form of pictures of stress-strain states of elements of the kinematic scheme under operating conditions 
and maximum load. As an example, Fig. 2 shows a picture of the stress-strain state of the manipulator body 
under a load of 6kg on the gripper.  

 
Figure 2 – A picture of the stress-strain state of the manipulator body in the frontal projection 

The control device has been designed in such a way that, on the one hand, to provide ergonomics close to 
that of MSMs, and on the other hand, to expand the functionality of MSMs. The platform with the joystick 
unit has six degrees of freedom and provides force feedback. The control device prototype with 6 degrees of 
freedom is a modified version of the Stewart platform [3, 4] with three electric linear actuators (Fig. 3a). The 
design is based on the principle of parallel kinematics due to which the closed kinematic chain provides high 
rigidity of the system and accuracy of geometric movements with a relatively small mass of moving parts. The 
platform provides three degrees of freedom. Additional three degrees of freedom are provided by the joystick 
unit (Fig. 3b). The mechanism of translational motion is represented by ball-screw gears driven by 
servomotors. In addition to the movement, the control unit provides imitation of resistance to movement when 
the specified boundaries of the working area are reached, as well as accelerated or slowed movement of the 
platform depending on the force applied to the load cells applied by the operator. 
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  (a)  (b) 

Figure 3 – Electromechanical control device for the robot manipulator (3D-model):  
(a) – general view; (b) – joystick unit inside a rotating sphere 

The control server was assigned to implement the following tasks: 
a) collecting data from the control device and providing feedback to the operator in real time; 
b) collecting data about the current state of the manipulator and errors; 
c) controlling the actuators of the robot in real time; 
d) providing a graphical operator interface. 
The control software for the robotic complex was designed on a modular basis and employed both 

original and the state-of-the-art program components. Ubuntu 16.04 OS with Linux-RT 4.4.0 real-time kernel 
was installed on the server. The direct and inverse kinematics problem, dynamics problem and collision 
problem were solved using ROS Kinetic middleware and its ROS-MoveIt and ROS-Industrial extensions. 

The control software for the robotic complex was designed on a modular basis and employed both 
original and the state-of-the-art program components. The functional diagram of the motion control software 
modules is shown in Figure 4. The dashed line in Figure 4 highlights the subroutines that are part of the 
developed ROS node. The node receives information from the controller board about the position of the 
moving elements of the control device and computes the current position in Cartesian coordinates. Then it 
checks whether the joystick is in the workspace. In case of moving beyond this region, the algorithm forms 
resistance (feedback) to the movement of the operator’s hand. The debug module allows for testing and 
calibration procedures. 

Information about the spatial position of the platform with a joystick installed on it, analog signals from 
load cells and control commands are transmitted to an Atmel SAM3X8E microcontroller with ARM Cortex-
M3 architecture. Original algorithms for processing the information were developed that solve the direct and 
inverse kinematic problems of the tripod device. In addition to the low-level task of managing servomotors, 
the microcontroller provided two-way communication channel with the ROS middleware using the UART 
protocol. 

The Qt / PyQt library was the main tool for implementing the operator’s GUI. The program code of the 
robot control process was implemented in C / C ++ / Python. Among the third-party open-source software 
modules used in the development of the RTK, the following can be highlighted: MoveIt for solving the 
inverse kinematic problem, Gazebo simulator with its powerful physical solver, and RViz as the visualization 
tool. These allowed us to carry out a preliminary simulation of the movements of the manipulator along the 
optimal trajectory in a limited space of the hot cell. The modular approach to managing a robotic arm allowed 
to provide a high level of movement safety a minimum cost of the solution and to automate a number of 
service functions, such as returning to the initial position after completion of a technological operation or safe 
movement of an object to a predetermined position. 

Informational interaction of the elements of the robotic complex is performed through real-time 
communications. The industrial EtherCAT network protocol was chosen as the real-time communication 
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technology. Festo EMMS-AS-70-S-LS-RRB servos were used together with Festo CMMP-AS-C2-3A-M3 
controllers. The distance between the controller and servomotors is up to 15 meters. The control computer can 
be moved away from the controllers up to 100 meters away, which would entail the need for video 
surveillance of the robot. 

The control process suggests two main modes: 
a) manual (interactive) control mode, in which the control of the robot is performed directly by the 

operator through the control device; 
b) an automated control mode in which the control of the robot is performed by the control computer. 
In accordance with the above requirements, the technical documentation has been developed and a 

prototype of the robotic complex has been manufactured (see Fig. 4). 

 
  (а) (b) 

Figure 4 – Illustration of the robotic complex development stages: (a) assembly drawing of the  
manipulator arm; (b) hardware prototype 
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2. Training simulator 
Currently, the market of training simulators is actively developing. According to the Global Market 

Insights report [5], the market of virtual simulators for training operators in 2018 amounted to 8.5 billion US 
dollars and will grow by an average of 13% per year, with the simulator market size predicted to exceed 20 
billion USD by 2025. This is connected with the growing introduction of robotic technologies and the 
existence of a number of industries which face a shortage of professionals and feel the need to train personnel 
to work with equipment, technological processes and study safety to minimize errors. 

In particular, in the space and defense industries, as well as in civil aviation, full flight simulators (FFS) 
are used, providing movement and visual means for training professional pilots in flight control, aerodynamics 
and control of ground support of the aircraft. 

In the nuclear industry, due to the greater conservatism, the introduction of new technologies for 
personnel training is going on at a slower pace, and in this regard, the solution proposed in this work has 
important relevance. 

The presence of an exact simulation model of the robotic complex, obtained from CAD software at the 
design stage, as well as control software developed, made it possible to quickly solve the problem of 
developing an appropriate interactive simulator that implements the following functionality: 

 implementation of an accurate three-dimensional model of the robotic manipulator, hot cell and the 
corresponding equipment in accordance with the technical documentation; 

 the ability to view the model of the hot cell and equipment using a VR headset and/or a monitor; 
 implementation of the interaction of various objects of the virtual production site; 
 the ability to perform technological operations with a virtual manipulator using a joystick with the 

required number of degrees of freedom, and other specialized control devices; 
 implementation of feedback in the control device: the representation of collisions, the effort when 

interacting with the equipment, the weight of objects; 
 output of additional (auxiliary) information messages on the monitor screen and in a VR headset, 

providing auxiliary information audio signals. 
The following main stages in the development of the simulator can be distinguished: 
1. Development / digitization of the technical documentation for the robotic complex and equipment. As 

part of the project, the corresponding technical documentation was already prepared in CAD software, and by 
the time the simulator development started, there had been a 3D model of the objects, which allowed to save 
resources and proceed to the next steps of implementation. In case of the absence of a 3D model at this stage, 
it is supposed to develop a geometric model based on a paper or electronic version of the technical 
documentation. The optimum CAD system at this stage is SolidWorks. 

2. Manufacturing hardware elements of the simulator. The stage of manufacturing feedback control 
devices and other hardware elements in this project was part of the development of the robotic manipulator. 
However, in case the simulator is an independent product that requires a specialized control device, it is 
necessary to carry out the design work and a full cycle of development and manufacture of the product. 

3. Preparation of URDF models of objects that are part of the simulated complex. URDF (Unified Robot 
Description Format) is a universal robot description format that is based on the XML markup language and 
contains the following information: 

 description of the visual model; 
 description of the geometric model of collisions; 
 mass-inertial characteristics of the model. 

URDF preparation is facilitated by the ability to import a visual model and its mass-inertia characteristics 
from SolidWorks CAD using the SW2URDF converter. 

4. Development of control software. 
At this stage, the following tasks are solved: 

 collision avoidance; 
 solution of the inverse kinematic problem; 
 calculation of forces, interactions between the objects of the simulator; 
 implementation of the necessary control and feedback modes. 

The first two tasks are solved through the use of the ROS middleware. For the task of calculating forces and 
interactions, the Gazebo software was used (simulation of physical reality). To interact with the control device 
and provide feedback, an original software has been developed. 

5. Creation of a realistic, optimized 3D model. 
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At this stage, the following tasks are solved: 
1) conversion of graphic formats; 
2) optimization of the geometric model: 
 removal of unimportant details; 
 reduction in the total number of polygons; 
3) setting up the scene (see the example in Fig. 5a); 
4) creation of visual effects (lighting, gleaming, refraction, etc.); 
5) design of the user interface / elements of augmented reality. 
The main software used to visualize the optimized model was Unity, which, by means of the 

rosbridge_suite and ROS# utilities, is able to interact with the ROS nodes to calculate the positions of the 
joints of the manipulator arm. The Blender software was also used to prepare the 3D model. 

As a result of the implementation of the above steps, a training simulator of the robotic complex has been 
created aimed at gaining skills in performing technological operations in hot cells (see a fragment of the 
simulator image in Fig. 5b). The simulator is focused on the use of a VR headset in order to ensure the effect 
of complete immersion of the operator in the process being studied. 

  
  (a) (b) 

Figure 5 – Illustrations of various modes of operation of the simulator: (a) setting up a three-dimensional 
scene with hot cells in the Unity software; (b) a three-dimensional image of the robotic arm in a hot cell 

The optimization of the model, carried out at Stage 5, makes it possible to launch the simulator on a 
personal computer with a mid-level Geforce video adapter. Recommended requirements for the simulator 
hardware are given in table 1. 

Table 1. Recommended requirements for the simulator hardware  

№ Equipment 

1 
Computer / laptop including: Intel Core i7 CPU, 32GB RAM, Geforce GTX 1080Ti video 
adapter, 2TB hard drive 

2 

VR kit:  
- a HTC Vive-level headset– 1 unit., 
- HTC Vive controller – 2 units., 
- base station – 2 units. 

3 Electromechanical control device with feedback 
 

Fulfilling the recommended hardware requirements ensures a comfortable work with the simulator, 
eliminating such undesirable effects as abrupt movement of objects during a quick turn of the scene or a delay 
in response to user actions. As a minimum configuration, one can consider a laptop with an i7 8750H CPU, 
16GB RAM and a Geforce GTX 1060 video adapter. In some scenes the above effects may be observed to a 
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small extent, however, in case of using a laptop, an additional advantage appears: the mobility of the software 
and hardware complex. 

In conclusion, the report presents the results of the development of a robotic complex, which includes 
original components: a robotic arm-manipulator, a feedback control device and software. The robotic arm has 
6 degrees of freedom, a gripper with two fingers and is characterized by high radiation resistance, similar to 
that of mechanical master-slave manipulators. The prototype of the robotic complex has demonstrated the 
ability to perform basic technological operations in a demo hot cell. A number of service functions have been 
automated. 

Software and hardware solutions that formed the basis of the robotic complex allowed, in a short time, to 
develop a training simulator of the robotic arm for practicing the operators’ skills of performing technological 
operations in hot cells. 
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Abstract 
This work covers the architecture, functional specifications and structure of the control system and 

operating modes of a 6-degree-of-freedom radiation-proof manipulators designed for the replacement of an 
outdated human-driven copying-type manipulator. The proposed robotic systems provide manual, semi-
automatic and automatic modes, including the definition of workspace, collision avoidance, and automatic 
grasping of tare and materials. The key feature of such manipulator systems is presence of human in control 
loop, by reason of variety and complexity of manipulations and, in some cases, non-deterministic 
environment. Due to these factors, it is very desirable to form operator sustainable skills to control such 
manipulators, including learning process using training systems. A relatively large distance between control 
stations and manipulators, located in sealed chambers, imperfection of visibility from control zone form 
necessity of vision systems usage. Chamber videocameras are used for general area observation, while 
cameras installed on manipulator end-effector allow local work zone observation.  High level of radiation in 
chambers requires the cameras to comply with limitations regarding their functionality in radiation fields, 
lifecycle and so on. Special technical solutions such as additional radiation protection and algorithms of 
manipulator control allow increasing the lifetime of the vision system.  

Keywords: robot-manipulator, control system, ROS, training system, vision system. 

Intriduction  
Modern multi-axis robotic systems (RS) and manipulators with electric actuators are widely used in 

many industries, and in most cases are highly autonomous systems operating in automatic mode. Their typical 
modes of operation are: movements along a given trajectory with the required speed without external 
environment non-determinism; adaptive execution of movements along the required trajectory with the 
analysis of external environmental conditions (for example, when using a technical vision system). 

 
 

Figure 1 – Example of «Master arm – Slave arm» manipulator system 

A separate class of robotic systems, mobile and stationary manipulating systems is systems where a 
human is included directly in the control loop. RSs of this type are used in areas with non-stationary and / or 
non-deterministic environmental conditions. One of the most important applications of this RS type is nuclear 
industry where a number of hazardous factors (radiation fields, chemically aggressive environment, etc.) and 
the high variability of operations performed are combined with the need to protect people from hazardous 
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factors. Developed in the 1960-1970s manipulators were built copying the position of the master organ with 
an actuator (manipulator) with mechanical gears or an electromechanical synchro system [1]. At present, a 
number of Russian and foreign enterprises still produce electromechanical copying manipulators, and the 
number of RSs of this type at the enterprises of the Russian nuclear industry reaches several hundreds. Figure 
1 shows a typical lightweight electromechanical manipulator with a lifting capacity of up to 15 kg. Slave arms 
are usually installed on the ceiling of a thick-walled pressurized chamber, which guarantees the protection of 
the operator and maintaining staff from the influence of dangerous factors. The operator performs the required 
technological operations by moving the master arm, kinematically similar to the slave arm. The control is 
provided by visual observation through the thick-walled glass of the chamber front wall. Figure 2 shows a 
section (side view) of a typical sealed chamber with the installed manipulator slave arm and the master arm. 

 
 

Figure 2 – Sealed chamber (side view) 

Positions on Figure 2: 
1   – intrachamber volume; 
2   – chamber ceiling; 
3   – manipulator and equipment openings (canals); 
4   – chamber front wall; 
5   – protective glass; 
6   – manipulator and equipment workspace at typical operations execution; 
7   – main and auxiliary surfaces for parts and materials positioning; 
8   – intrachamber equipment; 
9   – tare in a container; 
10 – transportation corridor; 
11 – chamber to corridor zone; 
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12 – operator zone; 
13 – intrachamber manipulator (slave arm); 
14 – kinematically identical master arm. 
Despite the obvious advantages of kinematically identical systems in terms of the identity of kinematic 

configurations of the master and slave arms, this type of manipulators has several disadvantages: 
1. High mechanical loads on the operator's hands, high fatigue during continuous technological 

operations. 
2. Backlashes in the kinematic pairs of both the manipulator and the master arm, resulting in a 

positioning accuracy loss, and, in some cases, in making the required operations impossible. 
3. Fixed gear ratios (1:1) between the master arm and the manipulator, which causes certain difficulties 

for operations requiring the high accuracy of positioning the gripper. 
4. The impossibility of automation operations performed by manipulators of this type. 
In general, the tasks of RS control systems with a human operator in the control loop include: 
1. Ensuring technological manipulations with the required accuracy and speed. Providing the possibility 

of manual, automated and automatic modes. 
2. Providing the operator with means of influence/control (master arms) to choose and control the 

magnitude and direction of controlling impact. 
3. Forming and visualizing with technical means the system state vector necessary and sufficient for its 

unambiguous perception. 
4. Providing control and security while manipulating. 
5. Ensuring interface with higher-level systems to integrate separate technological zones into a single 

information space of modern productions (technologies like , “Industry 4.0”, etc.). 

Hardware and software of the control system with radiation-proof robotic system 
Commissioned by one of the leading companies in the nuclear industry, the robotics laboratory in Miass 

branch of South Ural State University designed and manufactured a prototype of the intra-chamber robotic 
arm MR-48. In accordance with the technical specification, the product includes a 6-degree manipulator arm 
equipped with a gripper with smoothly adjustable gripping force, and an operator control station with an 
integrated control system. The manipulator has a 950 mm spherical workspace and provides a load capacity of 
15 kg. The specification also defines the design of the wrist mechanical tool interface for a number of standard 
tools used in the industry, and formulates the requirements for the geometric parameters of movable segments, 
maximum rotation angles and the required angular rates in rotational joints. 

This RS control system is based on widely used digital computing devices and software algorithms, 
electromechanical sensors indicating the segments position and velocity, and devices for interface with an 
object. A significant proportion of the control system functioning is assigned to a program code. The 
functional diagram of the control system is shown in Figure 3 

The core of the control system is the computer of the operator’s console interfaced with controls, sensors 
and slave arms via input-output modules being also hardware and software components of the control system. 
Input and intermediate signals of the manipulator control system are: 

1. Operator actions, applied to controls (sticks, buttons, etc.) Mi ; 
2. Manipulator joint angles qi ; 
3. Manipulator joint angular rates ωi ; 
4. Engine currents Ii. 
5. Required angles and rates qi SP, ωi SP, calculated in control loops. 
The output signals of the control system are PWM voltage pulses Ui (i = 1 ... 6) generated at each 

moment of time so that the manipulator performs the required movement pattern. The functional diagram of 
the electromechanical drive of the manipulator’s i-th segment is shown in fig. 4. 

In general, the control system is discrete, the control actions generation of which is 20 ms. Due to the 
specific features of the control object (manipulator) and its operation modes, the control system is made as 
several nested control loops implemented at the hardware, firmware/software levels. 
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Figure 3 – Functional diagram of manipulator control system 
 

 
 

Figure 4 – Electromechanical structure of the «MR-48» revolute joint 

As a human-machine interface (HMI) in terms of operator controls, it is possible to use a number of 
modern devices: mouse-type control devices; dual- and multi-axis joysticks; operator controls with three 
linear and three angular degrees of freedom (DoF), including wireless ones based on inertial sensors; 
exoskeletons, etc. Multi-axis joysticks are considered the most suitable for the production area in terms of 
reliability and ergonomic controls. At the MP-48 control station there are two multi-axis joysticks with 
proportional and discrete control outputs, whose static characteristics (angular deviation - output code) can be 
adapted to the specific control mode of the manipulator in order to provide more precise control (Figures 5-7). 
The most frequently the following methods are introduced into static characteristics: dead zones, saturation 
zones; change in gain ratio; relay characteristics formation; arbitrary characteristic formation (for example, by 
a piecewise linear method). 
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Figure 5 – Manipulator «MR-48» and its operator control station 

    
Figure 6 – Manipulator «MR-48» control joysticks 

 

  a)  b) 
Figure 7 – Nominal (a) and adapted (b) joystick static characteristics 
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Items on Figure 7: 

iJ  – mechanical angle (inclination) of ith joystick rotation axis; 

iJ MAX  – maximum mechanical angle (inclination) of ith joystick rotation axis; 

iJ DEAD  – “dead zone”  of ith joystick rotation axis; 

iJN , 
iJm  – absolute and relative code output of ith joystick rotation axis. 

When implementing software modules of the control system, it is necessary to pay attention to the 
hardware structure of the control system, the functionality of its computing devices, requirements for speed 
and accuracy. Today there are a number of approaches and software platforms used for implementing control 
systems, one of the most widely used is specialized software library sets (“frameworks”, algorithm sets, 
functions and program classes). One of the most popular solutions for the problems of mobile and stationary 
robotics is the Robotic Operating System (ROS, ROS2, ROS-Industrial) framework [2, 3]. ROS is an add-on 
for the operating system (OS; the base is the Linux class OS). ROS includes the OS core which provides 
arbitration, synchronization, interprocess communication, a large number of specialized software libraries and 
modules that implement algorithms for receiving and processing data of primary meters, solving manipulator 
kinematics and dynamics problems, localization and path and trajectory planning. ROS software architecture 
is supported by a large number of research projects, leading manufacturers of industrial robotic equipment, 
such as FANUC, ABB, Universal Robots. The developers of RS control systems are provided with a wide 
range of development and debugging tools for the user software modules integrated into the common ROS 
software infrastructure ("Module 1", "Module N", Figure 8). 

 
Figure 8 – Robotic operating system (ROS) and its place in the  

manipulator control system software/hardware 

One of the ROS key features is the subsystem of messaging between the software components of the 
control system, which ensures the guaranteed delivery of information from the sending to the receiving 
module. The subsystem allows exchanging typical data structures (whole and fractional numbers of various 
formats, string messages, messages from standard I / O devices), specialized messages (homogeneous 
matrices, manipulator configuration state vector), and complicated user message structures. Algorithms for 
launching and initializing custom software modules (called nodes in ROS) allow the ROS kernel to send a 
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message list that the node requires from other components and nodes of the system, as well as a message list 
generated by this node when performing periodic or aperiodic actions. Thus, a table of information interaction 
of software nodes is formed, an example of which is graphically prepared by the standard ROS utility 
rqt_graph, shown in Figure 9. When a message of a certain type is received, the program node calls the 
message processing function, performs the necessary math and/or logic operations, and generates an answer 
message. 

 
Figure 9 – Typical ROS software structure, built using «rqt_graph» utility 

ROS-based MR-48 control system includes the following ROS nodes (Table 1):  

Table 1. Main ROS nodes of MR-48 control system 

ROS node Functional description 

/mr_algorithms  Main program unit of control system 

/mr_hrdw_interface  Middle and low-level protocol communication unit. Receiving information from 
manipulator sensors and sending control set points 

/trainee_ctrls 

/instructor_ctrls  

Program units, performing data acquisition from proportional and discrete data 
channels of trainee and instructor joysticks 

/training_task Training session task generation module 

/storage Motion and action parameters file and database storage module 

/usb_cam USB videocameras image capture module 

/speech_database 

/sound_play 
Sound and speech generation modules 

 

In the process of trial operation of the MP-48 manipulator, registration and analysis of the operator’s 
actions on the operator controls were carried out, as well as a general analysis of the operators readiness to use 
remotely operated RSs with joystick-type operator controls. In order to improve the operator’s skills both 
under normal operating conditions and in emergency, a simulator training, monitoring and analysis of 
operator’s actions was proposed as part of the MP-48 software system. 

Training system architecture 
Taking into account the equipment and materials cost, limited chamber workspace, measurement and 

technological equipment inside chamber, precision nature of the operations and individual perception and 
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tactile characteristics of the personnel, it can be say, that operator training system and different training 
procedures are mandatory to initiate and improve operator skills. 

Based on principle “from simple to complex”, the training procedures (course) can be built on the 
following steps: 

Theoretical part: 
 manipulator characteristics, workspace, construction, tools; 
 control station structure; 
 manipulator start-up and power-down; 
 general manipulator operations; 
 gripper operations. 
Practical part: 
 screen operations (screen tabs and views, button pressing, view rotation, etc.); 
 basic joint movements; 
 operations in Cartesian end-effector frame; 
 operations in Cartesian base frame; 
 object taking and releasing; 
 trajectory record, save and replay; 
 parking operations; 
 emergency procedures. 
In theoretical part it is possible to make intermediate tests or exam, and in practical part the decision of 

trainee’s skill is based on the instructor expert opinion, analysis of recorded control system data and so on. 
The approaches to practical realization of the training system are proposed below. 

When designing a training system (practical part) it is necessary to ensure the implementation of the 
following tasks: 

1. Forming a set of training and control practical tasks (motion trajectories, initial and final manipulator 
configurations, etc.) for various scenarios of technological operations. 

2. Guaranteed recording on the data carrier of all control vectors, state vectors, modes and tuning 
parameters of the system. The solution of this task allows you to: 

 analyze the operator’s impact on the controls throughout the entire training stage or implementing a 
technological operation; 

 analyze the adequacy of the operator's actions, based on the system state (the manipulator kinematic 
configuration); 

 reproduce repeatedly the operator's actions and manipulator’s motion parameters including the 
parameters with a different time scale. The repeated reproduction and analysis of the system state can be 
performed both on the manipulator and its software mathematical model. 

3. Involving the instructor into the process of training in order to promptly correct the actions of the 
trained operator. This approach assumes the instructor's workplace with controls identical to the operator’s 
control system, and the instructor’s controls must have a higher priority than the operator’s ones. 

Before the training stage, the instructor makes the current assignment or selects it from the list of typical 
operations, taking into account the qualifications of the trained operator. Setting up the task is performed at 
the instructor's workstation (Figure 10) and may include: the initial kinematic manipulator configuration, the 
number of manipulation objects, the obstacles location configuration, etc. 

To register (save) inter-module ROS communication, the rosbag service is used - a set of functional 
modules and procedures to record the required messages into the file system using the specified criteria. While 
recording, the message sequence number is automatically generated, and it is strictly bound to the system 
time. The recorded messages can be visualized in graphical and tabular form with internal ROS tools or with 
external software. In the training system, the recorded information can be used to analyze actions in the 
“delayed time” mode, and be replayed to evaluate actions in the “real time” mode. Table 2 shows the types of 
messages stored in the MR-48 control and training systems, the frequency of their receipt and the estimated 
amount of stored information. 
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Figure 10 – Training system structure 

Table 2. Types and sizes of manipulator and joysticks registration data 

Message type Description 
Sample rate, 

Hz 
Data stream size, 

MB/min 

/tr_ctrls  

/instr_ctrls 
Trainee and instructor control actions 1-50  0.1-1 

/joint states 
Current kinematic configuration and 
motion state of the manipulator (joints 
angles and angular rates) 

50-200  0.2-0.8 

/tf 
Homogeneous matrices of manipulator 
kinematic configuration  

50-200  0.3-1.2 

/training_events 
Text and numeric messages of current 
training session 

aperiodic 0.1  

/usb_cam/image_raw Data stream from video camera 10-50  10-100 

 

The “Database engine” software module provides storing the information about the training process 
including the identification information about the operator, instructor, training tasks, training sessions, and 
operator’s performance of a particular task. The “Database engine” module integrates this information with 
the information registered in the rosbag file in a single relational SQL database (MariaDB 5.0). A simplified 
structure of database tables and their relationships is shown in Figure 11. 
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Figure 11 – Training system databases tables structure 

The training system of MR-48 has been built using following information technologies/components 
(Figure 12): 

 ros-bridge system, sending particular list of ROS messages over TCP connection using WebSocket 
and JSON technology; 

 Web-browser with WebSocket technology support; 
 HTML5 language; 
 JavaScript (ECMAScript 2018); 
 JSON5 communication protocol. 

 
Figure 12 – Web-browser and control system communication structure 
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Figure 13 demonstrates the instructor’s web-console screen functioning in the operator’s action real-time 
monitoring mode. 

 
Figure 13 – Instructor’s control station Web-view of the operator’s actions and manipulator state 

Computer vision system architecture 
Computer vision systems (CVS) are currently one of the main means of developing motion object control 

systems in conditions when the amount of prior information is insufficient to make a decision on further 
actions and real-time environment perception and analysis is needed. The most common tasks of vision 
systems are: 

1. Organizing the channel for transmitting video information to the operator(s) of the processing 
equipment. This CVS structure can be quite complicated and include several video signal sources located in 
different points of the studied space, cameras optical axis orientation drives along one or more angular or 
linear coordinates, focusing devices, multiplexing and data transmission channels. 

2. Organizing an additional data transmission channel based on image processing algorithms in order to 
identify key information required for operator and dispatch personnel’s control systems. This CVS task can 
also include search and recognition of individual objects, synthesis of messages about the nature of the 
objects’ relative position, parameters of their movement. As a rule, these tasks require real time solutions. 

3. Registering data flows listed in paragraphs 1 and 2 to data storage devices in order to further 
information transfer to the consumer, its reproduction and analysis in the “delayed time” mode. 

The operating conditions (high levels of ionizing radiation, chemically aggressive environment) of 
stationary radiation-resistant manipulators described in [4-6], operating in sealed chambers, impose a number 
of restrictions on the CVS hardware composition, its spatial configuration and protection from external 
impact. One of the features of operating this equipment in sealed chambers is the chamber environment 
influence on the elements and systems that are not practically removed from the chamber working zone so 
they cannot be protected by distance and time. Thus, the only possible way is protection by shielding (shown 
in Figure 14 as “Protection cover”). It should be noted that the electronic components and units of the control 
system (CS) and computer vision systems must be placed in a radiation-safe zone. 
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Figure 14 – Robotics vision system structure 

Depending on the tasks solved by the RS, the following CVS options are possible: a system without 
surveillance cameras with one or two cameras in the manipulator's gripper zone, a system with additional one 
or more surveillance cameras mounted on a fixed or rotary base. The optical axes of the short range working 
chambers in the manipulator's gripper zone can either be coaxial with the gripper’s geometric axis or separated 
(Figure 15). 

 
 

Figure 15 – Axial and side positioning of the gripper video cameras 

There are the following stages of operation with a digitized image (video stream frame) received from 
the CVS transformation modules to its computing device: image segmentation, image analysis (calculation of 
qualitative and quantitative attributes) and description by the internal structures and fields of these CVS 
algorithms. The final stage of CVS operation is transferring data packets of the main and auxiliary information 
to the RS control system which, depending on the mode, uses this information to control the manipulator. 

In order to improve technical and economic indicators, modern production (technological) processes are 
faced with the task of optimal information support. The integration of technological and production data into a 
single enterprise information environment enables to assess the current state of the production cycle, 
correlation with the plan, creating intermediate and final reports, implementing analytical and forecast 
functions. The key factor in solving these tasks is the identification of objects and means of production, 
accounting for the operations execution time. Used since the early 1970s identification systems on the basis of 
bar codes allow to partially or completely solve the accounting problem. One of the modern widely used 
barcode options is a two-dimensional QR code (Figure 16). Barcodes (correction codes) ensures guaranteed 
decoding primary information with the loss of up to 30% of visual information from the data zone [7]. 
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Figure 16 – Vision system camera view with identified QR-coded objects 

The software modules of the MP-48 manipulator control system, built on the basis of the modified (using 
the real-time kernel) Ubuntu operating system and the ROS infrastructure software (framework) [2, 3], 
includes the QR_TRACKER software module (С ++) providing the interaction interface with the ROS core, 
the Video4Linux API v2 subsystem, the ZBar image recognition library and implementing the selection and 
“tracking” of several QR codes. 

The CVS and QR codes identification system allow point the manipulator’s gripper at an identified 
object in an automatic (semi-automatic) mode, i.e. to form the manipulator kinematic configuration for a 
certain time interval so that the coordinate system associated with the video camera is positioned in a certain 
way and oriented relative to the coordinate system associated with the object (Fig. 17 before and after pointing 
at the object). Taking into account prior information about the type of an object or information obtained 
during the QR code analysis, the task of the guidance subsystem is to bring the manipulator’s gripper to a 
given point in the space S, whose coordinates are formed in the OIMiXIMiYIMiZIMi object coordinate system. In 
the particular case, point S may have zero coordinates XIMi, YIMi and a positive coordinate ZIMi. 

 
Figure 17 – Identified QR-coded object before (left) and after (right) manipulator/gripper positioning 
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Positions of Fig. 17: 
1 – camera field of view (FoV); 
2 – gripper (camera) positioning tolerance relative to the center line of camera FoV (X-axis); 
3 – identified object; 
4 – object coordinate frame; 
5 – gripper (camera) positioning tolerance relative to the center line of camera FoV (Y-axis); 
6 – gripper target positioning/orientating point. 
The algorithm for the gripper positioning and orienting can be implemented using the following two 

approaches: 
1. The gripper is guided by calculating the control actions on the drives at each clock cycle (frame) of the 

CVS received information. 
2. The gripper is guided by a single calculation of the gripper’s required position and orientation, with its 

further automatic guidance. 
The first approach is preferable for targeting the objects having a high probability of movement during 

the guidance phase, and it requires increased computational resources. Algorithms of the second approach are 
less resource intensive, since the guidance point is calculated once by the operator’s command and the CVS 
image is not analyzed during the guidance stage. 

Along with the manual gripper’s velocity control method (with proportional joysticks deviation) 
proposed in [5] and implemented in the manipulator prototype, it is also proposed to implement the algorithms 
of automatic positioning in the form of velocity vector control: 

0 1 2 3( , ) ( , , , , , , )i i xi yi z i i i i if f R R R      x R


  
T

x y z      x       

 -1q J x  , 

where 
x  – end-effector state derivative (linear velocities and angular rates); 

iR


 – position vector of ith object coordinate frame origin; 

i  – quaternion, describing ith object coordinate frame orientation relative to camera coordinate frame; 

q  – angular rates of manipulator joints, calculated using inverse Jacobian -1J  

Figure 18 shows variants of phase trajectories of a linear gripper velocity x  using an example of 
component XiR . 

 
Figure 18 – Possible scenarios of gripper positioning (gripper cartesian X coordinate) 
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Positions of Fig. 18: 
1, 2, 3 – variants of trajectories on phase plane (gripper velocity vs positioning error); 
XV_low – switching boundary (gripper velocity slowdown); 
XPOS_X – positioning tolerance. 
The paper suggests following set and structures of information messages between computer vision 

system, control system and operator regarding object optical identification: 
1. Computer vision system status. 
2. QR-code recognition mode status. 
3. Number of QR-coded objects within camera view. 
4. Object(s) identification number. 
5. Object(s) position (linear coordinates). 
6. Object(s) orientation (Euler angles, quaternions). 
7. Selected object for following tracking. 
8. Tracking mode status. 
9. Kinematic gripper (manipulator) motion parameters during positioning. 
Figure 19 shows an image from the RS gripper’s camera of a vial (transport tube) with a QR code 

applied, detected and decoded by a 17-digit identification code. 

 
Figure 19 – Operator’s station screen view of a lab tare (vial) with the decoded information 

Conclusion 
In order to replace obsolete manipulators designed for technological operations at the nuclear industry 

enterprises, within the framework of the completed package of works a scientific and technical reserve was 
created and the MR-48 robotic complex prototype was developed and manufactured. 

When performing this research and development work, there was proposed and implemented a basic 
control system [4], currently operating in the simulator training mode. At the present moment, the vision 
system algorithms are being perfected. 

MP-48 robot-manipulator has the following advantages over the MEM-10 manipulator currently used: 
1. Broader functionality allowing three control modes, including the automatic “Trajectory” mode.  
2. MP-48 power consumption is 1 kW, which is significantly lower than the power consumed by MEM-

10 (6 kW). 
3. MP-48 slave arm tightness prevents the ingress of a chemically active medium which increases the 

wear resistance of kinematic pairs and positioning accuracy. In addition, the increased MP-48 maintainability 
is due to the modular design of the slave arm, in particular, the use of planetary cycloid gears, each of which is 
made in a separate package, unlike the long shafts with bevel gear pairs in MEM-10. 
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At the moment, the MP-48 manipulator prototype has an operation time of about 1,400 hours in various 
modes and operating conditions. Individual electromechanical components have been successfully tested for a 
significant absorbed dose. 
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Abstract 
Modern digital production (smart factory) is a cyber-physical production system (CFPS), which 

combines four main components: intelligent sensors, communications; cloud applications, terminal devices of 
the new generation. The traditional data sources for the security system are stationary sources of alarm and 
emergency information (detectors, alarms, TV cameras, etc.) and mobile means of monitoring the territory 
(ground and air). At the same time, factors related to the operation of mobile equipment, which is a source of 
increased danger to personnel, including in hazardous industries, remain outside the control. The advent of the 
Internet of things technology makes it possible to significantly expand the functionality of the security system 
by using information about the status of all units of equipment. The article introduces the concept of integrated 
industrial safety system (ISPS) and proposes the concept of working in a smart factory. 

Keywords: digital production, smart factory industrial safety, labor protection, hazardous production. 
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Every year around the world there are hundreds of industrial accidents, most of which are the result of 
non-compliance with safety requirements and violation of the rules of work with the equipment. In hazardous 
industries, accidents are primarily caused by collisions with vehicles and moving machinery.  

The main causes of accidents and deaths are: 
 violation of safety requirements during operation of the equipment; 
 violation of the organization of works on maintenance of the equipment; 
 unsatisfactory organization of work during loading and unloading operations. 
Modern digital production (smart factory) is a cyber-physical production system (CFPS), which 

combines four main components [1]: 
 mobile smart sensors equipped with built-in technology to interact with each other or with the 

environment; 
 means of communication, including the integration of point devices using peripheral computing 

technology; 
 cloud application layer that provides semantic links between production data based on the ontological 

production model; 
 terminal devices of new generation (smart phones, smart watches, etc. gadgets). 
Safety and trouble-free operation are important tasks in any production and are currently provided by a 

set of organizational and technical measures, United by the concept of "industrial safety". 
All security systems can be divided into: 
 preventive, whose main task is the forecasting of emerging emergency situations to prevent; 
 warning, are a "softening" layer of protection – their main purpose is to reduce the severity of the 

consequences of an emergency.  
The traditional approach includes warning security systems - different types of sensors, alarms and 

simple automated workstations to which the signal is supplied, or video surveillance is conducted. In addition 
to sensors, the traditional approach includes route maps, workflows, and safety rules that serve to track 
operations and prevent emergencies. 

Currently, industrial safety systems based on the principles and algorithms of machine vision are being 
widely implemented to provide forecasting and continuous monitoring of the situation. Along with the 
functions of measuring, processing, forecasting and documenting the parameters of the situation, the complex 
provides: 

 rapid calculation of the boundaries of hazardous areas; 
 the display of the hazardous areas on the TV picture of the monitored space or object; 
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 the display of the hazardous areas on the working surfaces using laser pointers; 
 control of personnel access to hazardous areas with changing borders and planning of safe movement 

in these areas. 
Preventive systems are extremely complex and require the use of intelligent equipment. At the moment, 

there are practically no examples of a preventive industrial safety system that allows avoiding emergency 
situations, assessing potential accidents. 

 
Figure 1 – The new generation complex for monitoring the situation and ensuring the safety  

of personnel based on the integration of sensors of ionizing radiation and STZ 

A preventive security system can be created in a smart production environment and must be part of it. 
Objective forecasting of the situation is possible only with the use of intelligent sensors and vision systems.  

Table 1. The structure of an integrated system of industrial safety 

Subsystem Functional purpose 

Network of stationary sensors 
(detectors, TV cameras, etc.) 

 Equipment status (on / off / canvas) 
 Detection of abnormal, alarming, dangerous, emergency 
situations 

Mobile robotic means of territory 
monitoring 

 Detection of abnormal, alarming, dangerous, emergency 
situations in areas not covered by stationary sensors 

Navigation and communication  Monitoring of movements of personnel and mobile equipment 
based on vision and radio frequency identification (RFID) 
technologies). 

Cloud computing  Formation of the operational map of danger zones in relation 
to the digital spatial model of the area and the enterprise 
 Multi-criteria analysis of the current situation 
 Situation forecasting 
 Support of decisions regarding industrial safety and labor 
protection 

Terminal device  Smartphones 
 Integrated means of informing staff functions operational 
display of danger zones, flow alarm when approaching 
dangerous equipment, select a safe route of travel 
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One of the key characteristics of the CFPS is proactivity [2], that is, the ability to form advanced 
solutions, including the identification of anomalies and alarming situations. In terms of occupational health 
and safety, the CFS is an environment with constantly changing areas of greater or lesser risk to personnel. In 
view of these features, ensuring trouble-free and safe operation of the CFS requires the introduction of 
appropriate means of industrial safety, integrated into an integrated system (ISPS). The most popular ISPS 
will be both at hazardous industrial facilities and at industrial sites, where many accidents are the result of 
collision of moving vehicles or mobile equipment [3]. 

ISPB should have the following basic properties. 
1) Traditional stationary sources of alarm and emergency information (detectors, alarms, TV cameras, 

etc.) should be supplemented with mobile robotic means of territory monitoring (ground and air). Since the 
status of each piece of equipment (on, off, idle, etc.) is constantly known in the CFS, this data must be 
continuously processed in the ISPS to form an operational map of the danger zones. Means of monitoring the 
use of personal protective equipment based on technical vision systems should be introduced; 

2) Important from a security point of view is the ability to localize personnel, as well as monitor 
compliance with the use of PPE. Navigation and communication facilities should provide continuous 
monitoring of movements of personnel and mobile equipment based on technology of technical vision and 
radio frequency identification (RFID) [4]. 

RFID system consists of antenna, receiver, transmitter and memory for data storage. 
Currently, RFID method is actively used in logistics and warehouses. However, its broad capabilities and 

ease of operation can be used to control the movement of personnel in the workplace, as well as when working 
with various equipment. 

The advantages of RFID technology are: 
 the lack of requirements for line of sight; 
 readability at a large distance and at high speed. For example, when using labels operating at ultra-

high frequencies, reading is possible at a distance of up to 10 m at a speed of 128 kbps. Active microwave 
labels are used in real-time systems for determining the location of objects. 

 resistance to moisture and dirt; 
 long service life; 
 multipurpose use; 
 high degree of security due to unique identifier and data encryption algorithms. 
The main disadvantages of RFID technology are: 
 sensitivity to mechanical damage; 
 high cost; 
 the complexity of self-production; 
 interference at electromagnetic impact; 
 a small amount of technical solutions. 
3) At the level of cloud applications should be provided with the formation of an operational map of 

danger zones in relation to the digital spatial model of the enterprise, multi-criteria analysis of the current 
situation, forecast and support solutions in terms of industrial safety. 

Currently, a standard on ontology for robotics and automation has been developed [5] with the 
presentation of the fundamental concept. This standard also defines the methodology of ontological 
engineering used to construct ontologies. It is expected that this standard will simplify the programming of 
robotic solutions for the automation of technological processes, as well as expand the capabilities of robots in 
the field of information processing, self-learning and the construction of logical chains. Ultimately, this 
standard should facilitate the interaction between robots and humans, as well as between the machines 
themselves. 

The purpose of this standard is to provide a methodology for the presentation of knowledge and 
reasoning in robotics and automation. The standard provides a unified way of representing knowledge and 
provides a common definition of terms, allowing unambiguous transfer of knowledge among any group of 
people, robots and other artificial systems. 

With the growth of robotics production, the need for a standard and well-defined representation of 
knowledge is becoming increasingly apparent. The standard methodology of knowledge representation will 
allow: 

 to define more precisely the concept of; 
 to ensure mutual understanding between members of the community; 
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 will facilitate the integration of data and transfer of information among robotic systems. 
The intended audience for this standard are robot manufacturers, system integrators, robot end users 

(parts manufacturers, automotive industry, construction industry, service and solution providers, etc.), robotic 
equipment suppliers, robot software developers and researchers/developers. Based on this approach, a number 
of projects have been implemented [6-8], and we plan to use this approach in ST. PETERSBURG. 

4) At the level of terminal devices, special means of informing personnel should be developed. The 
concept of the device "smart helmet" (one of the options proposed in [9]) is proposed, which, among other 
things, will provide an operational display of danger zones of various kinds, the supply of warning signals 
when the employee approaches the working equipment, the choice of the safest route of movement. 

 
Figure 2 – Integrated security system based on CFPS 

Thus, in order to increase the level of safety in production and reduce the level of injury, it is necessary 
to introduce an ISPB system based on intelligent sensors and vision systems and the use of concepts proposed 
in the ontology standard for robotics and automation to ensure the formation of an operational map of danger 
zones at the level of cloud applications. 
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Abstract 
The article describes the principle of operation, advantages and disadvantages of the most common 

neurointerfaces of robotic devices. Invasive and non-invasive devices operating on the basis of electrical 
(EMG, EEG, etc.) and chemical (fMRI, fNIRS, etc.) activity of the nervous system are described. The 
prospects for the use of neural-control interface in robotics are analyzed. It is concluded that the use of 
combined non-invasive neural-control interface is promising. 
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Neural-control interfaces (brain-computer interfaces) are devices designed to directly exchange 
information between the nervous system and an electronic device. Currently, they are increasingly used in 
robotics. Since any cognitive activity of a person is accompanied by the activation of neuron ensembles 
corresponding to it, the principle of operation of most modern neural-control interface is based on brain 
mapping and identifying areas of its activity. Successful identification of activation of the desired brain zone 
allows interpreting it as a mental command to perform a particular action. By stimulating the corresponding 
neuron ensembles, it is also possible to implement the reverse transmission of information directly to the 
brain. 

It is known that cognitive activity is carried out through the exchange of electrical impulses of the brain's 
neurons. At the same time, the electrical activity of neurons arises due to the chemical processes occurring in 
them. 

Despite the fact that neurotechnologies have gained significant development only in recent years, 
existing neural-control interface are distinguished by diversity [1, 2, 3, 4]. The most important signs of 
neurointerface classification for robotic devices are their location in the body (invasive and non-invasive; in 
the central or peripheral nervous system) and the principle of action (Fig. 1). 
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Figure 1 – Classification of the most common neural-control interface in robotics  

by location and principle of operation 
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Invasive neurointerfaces are located inside the human body through surgical intervention. They make it 
possible to sufficiently successfully detect the activity of individual ensembles of neurons. When using 
invasive neural-control interface, the operator can usually give immediate mental commands to the control 
system to perform the required actions. In addition, only invasive interfaces today allow for feedback, passing 
information directly to the brain. However, installing them on the human brain poses a significant health 
hazard. Also, such interfaces overgrow with connective tissue, the neurons in contact with them die, which 
impairs their work and leads to the need for repeated surgery. In this regard, the use of invasive neural-control 
interface in healthy people is unacceptable for ethical reasons. 

Non-invasive neural-control interface are installed on the skin surface and do not pose a health hazard. 
However, their sensitivity is several orders of magnitude worse than that of invasive interfaces, and therefore, 
using them, the activity of individual ensembles of neurons is extremely difficult. Commands to the control 
system when using non-invasive neural-control interface usually have to be given indirectly, generating 
clearly recognizable patterns in the brain, for example, mentally representing movements with hands and other 
parts of the body, each of which serves as a conditional signal for certain actions to be performed by a robotic 
device. 

By the principle of operation, neural-control interface can be divided into those based on the analysis of 
electrical and chemical activity of the nervous system. 

The oldest and most common are neural-control interface based on an analysis of the electrical activity of 
the nervous system. The most important advantage of these neural-control interface is a high reaction rate. The 
main disadvantage is the difficulty of identifying and recognizing signals. Depending on the location of the 
sensor electrodes, the neural-control interface based on the analysis of the electrical activity of the nervous 
system can be divided into the neural-control interface of the central and peripheral nervous systems. 

Neurointerfaces based on the analysis of the electrical activity of the peripheral nervous system include 
electromyographic sensors and extraneous electrodes. Non-invasive electromyographic (EMG) sensors are 
located on the skin at any point of the body, except for the upper part of the skull. They capture, as a rule, 
electrical impulses from the work of muscles, but they can also remove much weaker electrical signals from 
the peripheral nervous system (in this case, the method is called electroneurography). EMG-sensors can be 
performed as in the form of separate disposable electrodes, and in the form of reusable bracelets with a variety 
of sensors. Since the signals perceived by them mainly reflect information about motor activity, EMG sensors 
today have found wide use for controlling bionic limb prostheses using residual stump muscles [5, 6, etc.] 
(Fig. 2). The first works in the field of similar prostheses were carried out in the USSR and Yugoslavia in the 
1950s [6, 7]. At present, research in this field is successfully continuing both abroad [5, 8, and others], and in 
the Russian Federation [9, 10, and others]. There are a large number of industrially manufactured 
constructions of bionic limb prostheses with control from EMG sensors (Bebionic, Michelangelo, i-Limb, 
Stradivarius, etc.). Feedback in such prosthetic control systems can be implemented, for example, by applying 
electrical impulses to the skin of a stump. 

  
Figure 2 – Registration of EMG signal 

Since bionic limb prostheses undoubtedly belong to anthropomorphic robotic manipulators, 
electromyography is the most successful example of the use of neural-control interface in robotics. However, 
its possibilities are limited only to the currently occupied niche. Its application for other purposes is 
impossible (rehabilitation of the paralyzed) or impractical (manipulator control). 

The main advantage of invasive extra- and intraneural electrodes [8, 11, 12, etc.] is the possibility of 
implementing a more effective feedback with bionic prostheses. The difference between extra-and intraneural 
electrodes is that the former are attached to the nerve from the outside, and the latter are inserted into it. The 



447 

design of the electrodes may be different. Due to the above disadvantages inherent to all invasive neural-
control interface, control systems on extra- and introneural electrodes have not yet found wide practical 
application in robotic devices. At the same time, there is experience of successful use of these neural-control 
interface to control the behavior of beetles, dragonflies, butterflies, etc. in order to create "Cyborg Insects" 
[12, 13, etc.] (Fig. 3). Due to the supply of electric impulses into the nervous system of an insect by means of 
extra- or introneural electrodes, it is ensured that it moves along a trajectory set by a remote control or 
program. Cyborg insects are a very promising alternative to mechanical mobile microrobots in agriculture, 
military affairs and other fields, but work in this area has not yet gone beyond the scope of experiments. 

 
Figure 3 – Cyborg beetle with a neural-control interface based on extraneural electrodes 

Neurointerfaces based on an analysis of the electrical activity of the central nervous system include 
electroencephalography and electrocorticography. In electroencephalography (EEG), electrodes are mounted 
on the skin of the upper part of the skull and pick up electrical signals from brain neurons. The location of the 
electrodes on the head is usually carried out in accordance with the so-called international system "10-20" 
(Fig. 4). 

  
Figure 4 – System for installing EEG electrodes 

EEG is one of the oldest methods of brain research (known since the 1920s [14]). The attempts to use it 
as a neural-control interface are also very old. However, in relation to robotics, they should be considered 
unsuccessful. Since electrical impulses propagate at the speed of light and are significantly distorted when 
passing through the skin and bones of the skull, it is almost impossible to detect the activity of individual 
neuron ensembles using EEG sensors. In this regard, when creating neural-control interface based on EEG, as 
a rule, they are guided by integral indicators of the electrical activity of the brain, in particular, by different 
electrical rhythms, such as, for example, -rhythm. Commands to the control system, as a rule, are not mental 
desires to perform a given action, but a certain complex set of more simply recognizable mental signals, for 
example, alternation of relaxation-concentrations in a predetermined manner. 

The most frequent attempts were made to use EEG to control bionic prosthetic limbs and exoskeletons in 
order to rehabilitate people with disabilities [1, 2, 3, 8, 15, etc.]. Experiments were also carried out on control 
using neural-control interface based on EEG manipulators [16], mobile robots [17] and wheelchairs [18], 
multikopter [19], etc. For recognition of control commands, various methods were used, including artificial 
neural networks [20, 21, etc.]. However, the error of recognition of control commands when using EEG 
usually exceeds 50%. Such a percentage of errors is unacceptable for controlling moving objects. In this 
regard, neurointerfaces based on EEG, despite the large amount of work in this area, have found practical 
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application only in cases where a large percentage of control system errors are uncritical: in devices for 
communicating paralyzed people using typing "Neurochat" and in numerous games and simulators. 

In addition to the EEG, a method of magnetic encephalography (MEG) is also known, based on the 
measurement of the magnetic fields of the brain. However, since the measurement of magnetic fields is more 
difficult than the measurement of electric, it has not found wide application for neural-control interface. 

Electrocorticography, an invasive neurointerface, installed directly on the cerebral cortex, shows high 
efficiency [1, 12]. Electrocorticography makes it possible to accurately register the activity of individual 
neuron ensembles. The most commonly used to register the electrical activity of neural ensembles are matrices 
of metal wire electrodes (Fig. 5, a). Electrodes in such a matrix can be rigidly fixed or moveable. Such 
matrices can be used to record the activity of the cerebral cortex and subcortical nuclei. In addition to wire 
electrodes, other constructions are also used, for example, an implant based on silicon. 

             
  a b 

Figure 5 – Experiment on manipulator control using electrocorticographic neurointerface 

There have been successful experiments in controlling the hands-manipulators with signals directly from 
the brain using electrocorticographic interfaces, conducted on monkeys since the 90s of the 20th century [22, 
23, 24]. In the studies conducted, the monkey using a manipulator controlled by an electrode mounted on its 
cerebral cortex, to bring pieces of food to its mouth (Fig. 5, b). Similar studies were conducted on humans 
[25]: silicon-based implants were installed in fully paralized patients in the motor cortex of the brain, which 
recorded the electrical activity of several dozen neurons. Patients have learned to mentally control the cursor 
on a computer screen and a robotic arm. Using a manipulator, in particular, they could bring a cup of coffee to 
their mouths, and later even control various devices with the help of buttons. However, electrocorticographic 
interfaces have all the disadvantages of the invasive neural-control interface described above. In this regard, 
today they are used only in animal experiments and in individual experimental attempts at the rehabilitation of 
completely paralyzed people. 

Neurointerfaces based on the chemical activity of the nervous system, allow you to determine the change 
in the concentration of certain substances that affect the activity of neurons, and some and controle it. Their 
main advantage is the ability to detect the activity of individual neuron ensembles even when using non-
invasive interfaces. The main disadvantage of these neural-control interface is the low reaction rate, since the 
speed of chemical processes is much lower than the speed of electrical ones. As a rule, these neurointerfaces 
are based on the peculiarities of the interaction of various chemical compounds with radiation fluxes. 

Since the activation of neurons in the brain begin to absorb several times more oxygen than in an inactive 
state, most modern non-invasive neural-control interface based on an analysis of the chemical activity of the 
nervous system are based on the BOLD principle (blood-oxygenation-level-dependent). The BOLD principle 
is based on detecting hemoglobin concentrations (oxygenated and deoxygenated) in oxygenated areas that 
bring oxygen to neurons. 

The most powerful non-invasive neurointerface based on the BOLD-principle today is functional 
magnetic resonance imaging (fMRI) [26, 27]. The principle of fMRI is based on measuring the 
electromagnetic response of atomic nuclei in a strong magnetic field. fMRI allows to make volumetric maps 
of neuron activity with a resolution of up to 1 mm throughout the whole brain volume. Successful control 
experiments were performed using a fMRI-based neurointerface with android robots [28] and manipulators 
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[29]. However, fMRI when taking measurements requires immobility of the patient. In addition, equipment 
for fMRI very cumbersome, energy-intensive and has a high cost. Thus, the use of fMRI directly as a neural 
interface for robotic devices today is not rational. fMRI can only be used when setting up other neural-control 
interface under laboratory conditions [30]. 

The lack of fMRI is deprived of another neural interface based on the BOLD-principle - functional near-
infrared spectroscopy (fNIRS) [31, 32, 33, 34]. fNIRS is based on fNIRS in the near-infrared range and uses 
near-infrared radiation to measure the optical absorption spectrum of hemoglobin. fNIRS as a tool for 
monitoring hemodynamics of the brain appeared more than 30 years ago. The fNIRS scheme is presented in 
fig. 6. Infrared rays, passing from the emitter through the skin, the bones of the skull and the cerebral cortex, 
fall on the sensor. Depending on the number of rays absorbed in the body, the device calculates the 
concentration of hydroxy and deoxyhemoglobin. Photodiodes are commonly used as emitters and sensors. The 
emitters and sensors on the head are located, as a rule, similarly to the EEG in accordance with the “10-20” 
system. 

The main advantages of fNIRS compared to fMRI include portability and the relatively low cost of 
equipment and the absence of serious limitations to the operator's physical activity. The greatest disadvantages 
of fNIRS y are its spatial resolution (not more than 3 cm deep), as well as a time delay of 3-5 seconds in 
identifying areas of brain activity associated with the inertia of the processes of inflow and outflow of blood. 

There is a relatively successful experience in using fNIRS to control bionic limb prostheses [35, 36, etc.], 
android robots [37, 38], wheelchairs [18], etc. An example of the successful application of fNIRS in the 
gaming industry is the device "Optorhythmograph", which allows you to control the characters of computer 
games using the fNIRS interface. However, the low reaction rate of fNIRS makes it difficult to use it to 
control moving robotic devices. 
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Figure 6 – Scheme of fNIRS 

The invasive neurointerfaces based on the control of the chemical activity of the nervous system include 
methods of optogenetics [32, 39]. The essence of these methods lies in the fact that using genetic engineering, 
nerve cells make them sensitive to electromagnetic radiation of a certain range. The method is one of the 
newest, it appeared in the mid-2000s. To make neurons sensitive to visible light, they are injected with 
proteins sensitive to it, such as rhodopsins. For the introduction of photosensitive proteins, various methods of 
genetic engineering can be applied, for example, the creation of transgenic organisms in which this protein is 
incorporated from birth or a viral transduction method in which this protein is introduced into neurons using 
genetically modified viruses. To provide light radiation to the necessary groups of neurons are fed beams of 
thin optical fibers. Due to the irradiation of photosensitive neurons with light, chemical reactions occur in 
them, changing their electrical potential, similar to those that occur during their natural activation. Compared 
with the activation of neurons by electric current using invasive electrodes, this method is more selective and 
less traumatic. To remove information about the activity of neurons, along with optometers, they introduce 
electrodes-sensors. A type of optogenetics is a method of thermogenetics developed by Russian scientists [40], 
in which neurons are made sensitive to infrared radiation. 

Due to the low level of knowledge and potential danger, the methods of optogenetics are currently at the 
stage of animal experiments. Their use on humans in the foreseeable future will not find wide distribution. 
From the point of view of robotics, they can be interesting so far only as a means of creating cyborg animals. 
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Greater selectivity compared with other invasive neurointerfaces will allow the use of optogenetics to control 
highly developed mammals, such as laboratory mice and rats [41]. 

Based on the analysis performed, it can be concluded that existing invasive neurointerfaces cannot yet be 
widely used for use in humans due to health hazards, and non-invasive ones do not allow full control of 
moving objects. It follows from this that the most promising in the near future is the use of combined non-
invasive neurointerfaces in robotics, for example, based on a combination of EEG and fNIRS. In these neural-
control interface, the disadvantages of one method are compensated for by the advantages of another. There 
are successful examples of the implementation of such combined neural-control interface to control bionic 
prostheses [42], quadrocopters [43] and other robotic devices. 

Thus, we can draw the following conclusions: 
1. For invasive neural-control interface, the main area of application in the near future will be animal 

experiments, including the creation of cyborg animals. The use of invasive neural-control interface on a 
person, including for the rehabilitation of disabled people, will be widely used only after the emergence of 
fundamentally new, secure neural-control interface of this kind. At the same time, since work in the field of 
invasive neural-control interface is sometimes highly controversial from an ethical point of view, they should 
be carried out under strict public control. 

2. For bionic prostheses, exoskeletons, wheelchairs and other robotic devices intended for the 
rehabilitation of disabled people, combined non-invasive neurointerfaces, in particular neurointerfaces based 
on a combination of EEG and fNIRS, will be widely used. 

3. Robot-based games and simulators with neural-control interface based on EMG, EEG and fNIRS will 
find more and more widespread use. 

4. The use of neural-control interface for other robotic devices (mobile robots, UAVs, manipulators, etc.) 
will have only scientific value until new safe invasive neural-control interface appear, since non-invasive 
neural-control interface have no significant advantages over traditional control systems for healthy people. 
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Abstract 
This paper gives a mathematical description of the pneumatic artificial muscle. The fundamental of such 

a mechanism is conversion the energy of expanding gas to elastic elements tension and subsequently to the 
mechanical work purposing to move objects. In this article we will consider the work of a single pneumatic 
muscle set in motion by a compressor and research its movements, as well as various objects to the muscle 
both under the effect of gravity without it. 

Keywords: artificial muscle, mathematical model, exoskeleton.  
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Introduction 
In the modern world various helping systems are increasingly developing. They are created to help a  

person to perform hard work, which require great physical strength or cannot be produced without certain 
equipment or can cause harm to physical health. These devices are divided into various types: personal 
protective equipment, mechanical devices, automated systems, robotic systems and autonomous robots, which 
completely exclude human participation. 

The separate direction stands out among the robotic systems - exoskeletons. Today, they not only help to 
carry out difficult and dangerous work but for the rehabilitation of patients with locomotor impairment. 

Exoskeletons, according to the principle of work, can be active or passive. Active devices independently 
help the person for a given scenario. Passive exoskeletons use a sensory system to determine the action that a 
person is trying to perform in order to help him. 

Exoskeletons divide by type of construction into two main types - rigid and flexible. Rigid exoskeletons 
are analogous to the external skeleton, which is represented in the animal world. But in practice, these designs 
are cumbersome and inconvenient to wear, as well as expensive for mass implementation in the production 
process. Therefore, scientists decided to replace rigid structures with soft and elastic ones. A human can put 
on separate parts of the body like clothes. In this way, devices appeared that became known as flexible 
exoskeletons. 

The development of exoskeleton is of great scientific interest to specialists in the field of mechanics. To 
create such a device, it is necessary to simulate the action of a person, to describe the equations of the limb 
movement trajectories and etc. Control, stabilization, and device positioning systems are created based on 
these equations. Next, you need to choose the types of drives to perform the task. To do this, it is necessary to 
solve a variety of problems: theoretical and mechanical, problems of the rigidity, and strength of structures 

One of the main problems in the creation of flexible exoskeletons today is the selection and development 
of new types of drives. Among them may be elastic and stretchy cables, harnesses, and artificial muscles. 
Artificial muscle works by reducing elastic elements, similar to the contractions of real human muscles. This 
type of device is similar to a real human muscle and can replace the actions of limbs, working in a complex of 
several muscles or independently. These devices can be used to move loads, reduce the load on the locomotor 
system, or perform the role of an active controlled spring in stabilizing the movement of mechanical systems. 

For the first time, the design of an artificial pneumatic muscle was proposed by the British doctor Jerry 
McKibben for orthopedic purposes in the 60s of the last century. At the same time a modern name was given 
to this device due to its similarity with a real muscle (there is a similarity both visual (Fig. 1) and, in principle 
of creation the tractive effort by reducing fibers). A modern artificial muscle is a thin-walled elastic tube - 1, 
reinforced with a strong, elastic braid - 2, consisting of fibers laid at a certain angle crosswise.The edges of the 
braid are firmly fixed to the ends of the tube. Attached to the ends of the tube are devices (loops) for attaching 
other muscles or objects. The supply from the compressor is attached to one of the ends. When the air pressure 
inside the muscle increases, the muscle changes its volume by stretching the tube. Due to the elastic properties 
of the braid muscle increases in diameter and reduces in length, creating a pulling force at the ends of the 
muscle.  



454 

 
Figure 1 – Artificial muscle device 

  
Figure 2 – Artificial muscle from the company Festo 

The first structured mechanical description and study of pneumatic muscle was presented in [1]. It is 
believed that the shell of the tube itself is infinitely thin, and when pressure and volume change, the muscle 
remains cylindrical. Further studies of scientists were aimed at numerical analysis and engineering of sheaths 
of various materials, to achieve greater accuracy and reduce the error in muscle contraction, as well as to 
achieve maximum reliability. 

Unlike other pneumatic actuators, such as piston devices and pneumatic cylinders, the work of a 
pneumatic muscle depends to a much lesser extent on external temperature, humidity and other factors. In the 
case when the ends are sealed, the use of muscle is possible even in water and at depth. Air is pumped through 
the compressor through the muscle, without special filtration and injection of oil impurities, so there is no 
need for special maintenance, and there will be no stagnation during operation. 

Most of the existing research is aimed at compiling static formulas and staging static experiments to 
determine the dependence of the traction force at the ends of a muscle depending on the applied pressure and 
various braids. For example, in [1] and [3] are presented formulas for calculating the tractive force, depending 
on pressure, with the setting of further experiments. In these studies, a hysteresis is observed on the numerical 
graphs of the force due to compression, and therefore the instability of the work and the error are obtained. 
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In accordance with all of the above and the results, it can be concluded that by now most of the research 
is focused on the engineering aspect of creating devices (developing various types of braids, creating sensory 
systems of artificial muscles, for determining deformations and stresses on the surface, and building a 
numerical model ). The purpose of this work is to develop a rigorous mathematical model and write the 
kinematic and dynamic equations of muscle movement, as well as the subsequent assessment of the 
compliance of this model with a real experiment. 

General formulation of the problem 
The subject of this research is to study the behavior of the pneumatic muscle in the active mode. From 

[1] and [3], the principle of building a muscle model and its tractive effort at the end due to the deformation of 
the braid is taken. 

The work will be considered a single muscle, one end of which is fixed. The role of the braid is played 
by an elastic thread, wound on an elastic tube several turns at a certain angle. When air is supplied through the 
compressor, the muscle will begin to increase in volume, and due to the elastic braid, increasing in diameter, 
muscle contraction in longitudinal dimensions will occur. Since the air velocity in the muscle is not high 
(compared with the speeds at which uneven pressure is observed and various dynamic effects during gas 
movement), as well as with a working pressure up to 5-8 bar, we can assume that we are dealing with an ideal 
incompressible gas. 

First it is necessary to investigate the movement of the free end. Further, expressing the quantities of 
interest (in particular, force) as a function of time, we write the equations of dynamics for a material point 
fixed at the end of the muscle. After that, it will be possible to find out from the obtained results: how quickly 
the contraction process occurs in the case of a free muscle, and in the case when it is under load; dependence 
of the obtained values (maximum deformation, time of contraction, traction effort) on the main parameters of 
the muscle, such as the initial length, diameter and length of the wound braid. 

To solve the problem described above, we construct a mathematical model. Having obtained the 
necessary kinematic equations, we will determine the main parameters of interest and construct graphs of 
solutions of specific equations depending on these parameters. 

The experimental part of the work is to create a graphic illustration of the process of functioning of a 
pneumatic muscle in various modes of operation. After conducting virtual experiments, it is necessary to 
assemble an experimental setup and compare the data of virtual and real experiments. The end result of the 
experimental part will be a conclusion about the compliance of the mathematical model with the experiment 
and the identification of optimal modes of muscle operation (the greatest reduction with the best accuracy). 

Construction of a mathematical model  
Consider an artificial pneumatic muscle, in which the left end is fixed. We assume that the force of 

gravity acting on the shell is negligible. The muscle is a thin-walled cylinder on which a thread of length b is 
wound, n is the number of turns of the thread. The initial length and radius of the muscle are ݔ and ݕ, 
respectively. ߠ - the angle between the wound thread and the axis ܱݔ. By virtue of circular symmetry, we will 
consider the plane problem of moving a rectangle.  

 
Figure 3 – Artificial muscle 

In addition to the assumption that the muscle walls are negligibly thin, we assume that the muscle 
remains cylindrical when contracted (in fact, the experiment shows that except for the ends on which the braid 
is fixed, the muscle remains cylindrical). 
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The hose from the compressor is brought to the left end of the muscle. The diameter of the hose (inlet) — 
݀. Characteristics of the compressor is consumption — ܳ		ሾ݉ଷ/ݏሿ.  

ܳ ൌ ݀ߨ
ଶܹ (1) 

ܹ		ሾ݉/ݏሿ — air velocity at compressor outlet. 
Connection of geometrical parameters of the system:  

ە
ۖ
۔

ۖ
ݔۓ ൌ ܾcosߠ,
ݕ݊ߨ2 ൌ ܾsinߠ,

0 ൏ ߠ ൏
గ

ଶ
,

ܸ ൌ .ݔଶݕߨ

 (2) 

ܸ — muscle volume. 
By virtue of the fact that the number of winding turns remains constant, it is possible to get rid of this 

parameter n by expressing it through ݔ and ݕ.  

݊ ൌ


ଶగ௬బ
ට1 െ ሺ

௫బ

ሻଶ (3) 

Next, we consider the static problem: Denote by p the pressure difference created in the muscle and 
atmospheric. Then the work of an ideal gas will be equal to ܣ ൌ  At the same time, this work is .ܸ݀
transformed into work on moving the right end of the muscle ܣ ൌ ሺܨԦ, Ԧ݀ݎ௫ሻ ൌ  this is a pull — ܨ where ,ݔ݀ܨ
on the end of the muscle, ݀ݎ௫ — the displacement vector of the rightmost point, ܨ and ݀ݔ are the projections 
of these vectors to the axis ܱݔ. Equating these equalities and substituting in them the geometric expressions of 
their system 2 and equality 3 we get: 

ܨ ൌ
గ௬బ

మ

ଵିሺ
ೣబ
್
ሻమ
ሺ1 െ  ሻ (4)ߠଶݏ3ܿ

From this formula it can be seen that there is a critical value of the angle at which the projection on the 

axis ܱݔ of the pulling force changes sign: ߠ௫௧ ൌ ݏܿܿݎܽ
ଵ

√ଷ
 

Write down new restrictions on muscle movements, taking into account the obtained critical angle: 
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ۓ
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ൌ ௫௧ݔ ൏ ݔ ൏ ,ݔ

ݕ ൏ ݕ ൏ ௫௧ݕ ൌ ܾݕ
ටమ
య

ටమି௫బ
మ
,

0 ൏ cosߠ ൏
ଵ

√ଷ
.

 (5) 

Rewrite the expression for strength as follows:  

ܨ ൌ
గ௬బ

మ

ଵିሺ
ೣబ
್
ሻమ
ሺ1 െ 3ሺ

௫


ሻଶሻ (6) 

Thus, we obtain the dependence of the traction force, which is directed in the direction of decreasing x 
coordinate, on the length of the muscle, with constant pressure inside the muscle. 

Comparing the time required to fill a gas with a constant volume obtained in [2] and the time obtained 
for an ideal gas using the Mendeleev-Clapeyron law, we introduce the assumption that the pressure 
equalization time in the muscle is negligible compared to the contraction time. If we turn to the experiment 
and observe the work of the artificial muscle, it is clear that this assumption is quite reasonable. 

Proceeding from all of the above, using all the above assumptions, as well as the equalities 1, 5, 6 and the 
relation ܸ݀ ൌ  .we get the complete mathematical model of our problem ,ݔ݀ܨ

Derivation of the kinematic equations of the free end 
Next, we derive the kinematic equations of muscle movement. The volume of air supplied by the 

compressor during ݀ݐ is ܳ݀ݐ ൌ ݀ߨ
ଶܹ. At the same time, the muscle volume will change toܸ݀ ൌ ݀ሺݕߨଶݔሻ. 

The main task of this section is to obtain expressions for the position of the free end - x and the diameter 
of the muscle - y as functions of time. 
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To begin with, from system 2 and equality 3 we obtain the following expression for ݕ:  

ݕ ൌ
௬బ

ටଵିሺ
ೣబ
್
ሻమ
ට1 െ ሺ

௫


ሻଶ (7) 

Neglecting the time pressure equalization in the muscle, we can write the following equality:  

ݐ݀ܳ ൌ ܸ݀ (8) 

Which can be rewritten by substituting the expression for y in the following form: 

ݐ݀ܳ ൌ
గ௬బ

మ

ሺଵିሺ
ೣబ
್
ሻమሻ
ሺ1 െ 3ሺ

௫


ሻଶሻ݀(9) ݔ 

Integrating the obtained equality and substituting the initial conditions (ݔሺ0ሻ ൌ  ), we obtain theݔ
implicit dependence of the coordinate ݔሺݐሻ: 

ሻݐଷሺݔ െ ܾଶݔሺݐሻ 
మ

గ௬బ
మ ሺ1 െ ሺ

௫బ

ሻଶሻሺܳݐ  ݕߨ

ଶݔሻ ൌ 0 (10) 

Ultimately, muscle contraction is described by a system of two kinematic equations, one of which 
describes muscle contraction, and the second - the change in its diameter.  
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య
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మ
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 (11) 

The limitations written in the form of inequalities for x and y are due to the fact that muscle contraction 
cannot be greater than a certain value, due to the structure of the structure. As was shown above, at a certain 
angle of braiding the traction force changes its sign, we will not consider this case in the framework of this 
work, because the reduction is planned to be done by forcing air, and the relaxation is performed by pumping. 

Derivation of dynamic equations 
In this section we will consider the same system, only now the material point of mass m will be fixed at 

its right end, with radius-vector ࢘ࢊ and coordinates ሺݔሺݐሻ,0ሻ. 
Let us write Newton's second law for this point, in the case when only the muscle's pull force acts on it: 

݉
࢘ࢊ
ௗ௧మ

ൌ  (12) ,ࡲ

Given the ratio of 6 and the initial conditions we obtain the Cauchy problem for the differential equation: 
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 (13) 

ݒ  — the initial speed of the free end (for a simpler study of the solution, while we considerݒ ൌ 0). 
The general solution of this ordinary inhomogeneous nonlinear differential equation of the second order 

can be written in the following form, using the Weierstrass function: 
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But in the future, it is planned to receive and study solutions by numerical methods in software packages. 
Also, later we will check how close the solutions of the kinematic and dynamic equations are if we take the 
trial mass in the second. 

In the case when an additional force acts on a muscle, the equation will not fundamentally change, except 
that additional non-uniformity will be added on the right, and equation 13 will take the following form: 
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 ܴ, (14) 

where R — projection of additional force on the axis ܱݔ. 

Graphic representation in Wolfram Mathematica and analysis of solutions of equations 
In this chapter, we will consider numerical solutions of the above equations, on the basis of which it is 

expected to obtain some sort of muscle selection algorithm with specific characteristics for a specific task. In 
the future we plan to check the results of numerical solutions for compliance with the real experiment. 

The graph of the solution of the kinematic equation will be as follows:  

                
Figure 4 – A diagram of the kinematic equation solution for various values of parameters 

For clarity, the graphs of solutions in the first 2 seconds are given for a specific pneumatic muscle: the 
initial length is ݔ ൌ 0.3		݉; the initial diameter is ݕ ൌ 0.01		݉. The left figure shows several curves for 
different values of compressor flow -  ܳ, and in the right figure the value b of the winding length varies at a 
constant flow rate. 

According to these solutions, it can be concluded that trivial solutions exist (at zero flow, as with a 
winding length equal to the initial muscle length - the length is constant). In addition, the graphs show that the 
rate of reduction increases with increasing consumption. 

If the task does not require large cuts from the muscle, then the sheath can be wound at a large angle. 
And when winding at the lowest possible angle - maximum cuts are achieved. Based on this, the engineering 
task of creating such a braid that would be wound at the minimum angle, but would not contradict the model 
and the principle of muscle operation, is put. 

Next, we present a graphical solution to equation 14: 
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Figure 5 – A diagram of the differential equation solution for various values of pressure 

This solution is given at a constant value of the external tensile force ܴ ൌ 100		ܰሺ10		݇݃ܨሻ acting on the 
mass point ݉ ൌ 1		݇݃ fixed at the free end of the muscle with the same parameters (initial length — ݔ ൌ
0.3		݉; initial diameter — ݕ ൌ 0.01		݉). The curves are given for four different pressure values: 2.3 Bar, 3.5 
Bar 5.5 Bar and 8 Bar (from top to bottom, respectively). 

Due to the fact that the elastic force changes sign when the critical angle is reached (generally speaking, 
it is predicted that the muscle behaves like an elastic spring), each curve is considered only up to its inflection 
point. Further movement does not fall under the case considered at the moment. In the case of muscle work, 
when the system reaches an equilibrium position, the system shuts off the compressor and thus the necessary 
contraction is achieved. 

The expected result is observed from the analysis of the solution of the dynamic equation: with greater 
pressure, a larger reduction occurs with greater speed, and also with the balancing of forces, a stationary 
solution will be performed. 

The following muscle selection algorithm was developed by processing the obtained solutions using the 
parameter variation method and proceeding from the conditions of a specific task: 

1. It is necessary to determine the dimensions of the muscles allowed by the task, as well as the 
maximum and minimum working contraction; 

2. The corresponding parameters are selected from the solution of the kinematic equation: length, 
diameter, braid; 

3. Knowing the workload applied to the muscle, it is necessary to choose a compressor (it must inject the 
necessary pressure). In accordance with the applied load, the geometrical parameters are coordinated (since in 
this work we do not consider the complex problems of the theory of elasticity and want to avoid destruction 
and wear of the muscle) it is necessary to select parameters with a reasonable margin.  

The solution of the model problem 
Consider the following task to show an example of the use of a pneumatic muscle and the selection of its 

parameters, as well as compressor parameters (for ease of calculation, we will perform intermediate 
calculations, with an accuracy of 1 millimeter). Consider a two-link consisting of two rods of the same length. 
The upper link is rigidly fixed vertically, and the lower one can freely rotate around it (the mass of the lower 
link is 5 Kg). One of the ends of the pneumatic muscle is fixed to the lower link in its center of mass, and the 
other end is rigidly fixed on the fixed rod. The challenge is to raise the bottom bar from position ߶ ൌ 150 to 
position ߶ ൌ 120. It is easy to express the length of the muscle through an angle ߶: ݔଶ ൌ 0.2   ,߶ݏ0.16ܿ
and also to determine that the initial length of the muscle should be 0.582 m, and the final one 0.529 m. The 
initial radius is 0.01 m (this choice is due to small loads and small dimensions compared to those offered in 
finished products). The projection of gravity on the muscle axis is: 

݉݃௫ ൌ ݉݃
0.175  ߶ݏ0.2ܿ

ඥ0.2  ߶ݏ0.16ܿ
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Figure 6 – Figure to model problem 

Consider a muscle, with an initial braid angle of 45 (ܾ ൌ 0.823		݉). From system 11, which describes 
the contraction of a free muscle, we get that this angle allows for deformations equal to 20%, and in the 
problem, the deformation is 9%. The expression for the traction force, through the angle ߶ will take the 
following form: 

ܨ ൌ ሺെ0.00067   ሻ߶ݏ0.00442ܿ

From where we can get the expression for the pressure required to balance the rod:  

  ൌ
଼.ହ଼ସାଽ.଼ଵ

ሺ.ି.ସସଶ௦థሻඥ.ଶା.ଵ௦థ
 

This expression is necessary to control the process of reduction and create a tracking or stabilizing 
system that provides the necessary reduction, as well as eliminating the impact (achieving the necessary 
reduction with high speed). From the expression obtained, we find the minimum operating pressure of the 
compressor so that the muscle begins to contract — 9282		ܲܽ. And the pressure necessary for the muscle to 
keep the rod in balance at the required angle is equal to — 16653		ܲܽ. Based on the obtained values, you can 
choose a compressor with the necessary parameters. 

Conclusion 
This paper presents a study of the mechanical drive - an artificial pneumatic muscle. According to the 

results of the review of existing devices and their applicability, it can be concluded that the use of pneumatic 
muscles can greatly facilitate the production process when replacing rigid structures with flexible ones, and 
they can also be used in cases when it is impossible to use other types of drives. 

In the conducted research a rigorous mathematical model was constructed, and kinematic and dynamic 
equations were obtained, which was the main goal of the work. This was not done in the review articles 
reviewed. On the basis of the obtained solutions, a method for determining muscle parameters for solving 
specific problems has been proposed. It can be argued that the main tasks considered in the work were 
performed. 

In addition to the fact that it has already been noted, it is worth mentioning that the achieved result does 
not fully satisfy the initial expectations. It was not possible to obtain a simpler explicit analytical solution for 
the equations of kinematics and dynamics than those that were written out in the paper. In this regard, there 
may be difficulties with traffic control or the implementation of certain laws of motion and trajectories 
specified analytically. 

Nevertheless, the main task was carried out, making it possible to explore complex mechanical systems 
consisting of several pneumatic muscles that perform complex movements. 
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In the future we plan to continue studying the work of pneumatic artificial muscle. Within the framework 
of this scientific work it was not possible to conduct a properly experimental part. To do this, it is necessary to 
assemble an experimental setup and check the experimental results for compliance with the mathematical 
model constructed in this paper and the derived equations. After conducting the necessary tests and obtaining 
an objective assessment of the effectiveness of the use of this type of drive, it will be possible to investigate 
more complex mechanical systems, as well as issues of managing systems containing pneumatic muscles.  
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Abstract 
The paper presents an intelligent human-machine interface designed for controlling the medical robotic 

lower limb exoskeleton (MRLLE) “Remotion”. The developed intelligent bi-modal interface combines tools 
of voice control and sensor-based control. The use of intelligent ways of user-exoskeleton interaction 
increases the level of ergonomics of the product and promotes its use in medical rehabilitation practice due to 
the intuitive and natural way of human-machine interaction and control. 

A somewhat more detailed description of the exoskeleton can be found in the paper: Kagirov I.A., 
Karpov A.A., Kipyatkova I.S., Klyuzhev K.S., Kudryavcev A.I., Kudryavcev I.A., Ryumin D.A. Intelligent 
interface for controlling the robotic medical lower limb exoskeleton “Remotion” // Aviakosmicheskaya i 
ekologicheskaya medicina. №5. 2019 (in print). 

Keywords: medical exoskeleton, lower limbs exoskeleton, intelligent control, voice interface, bi-modal 
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The term ‘intellectual human-machine interface’ implies methods of interaction or control of a computer, 
system or robot, involving the use of artificial intelligence technologies [2, 3]. The intelligent user interface, 
on the one hand, allows increasing the level of autonomy of the control object, on the other hand, it 
contributes to naturalness and improved ergonomics of human-machine interaction, allowing the user to use 
convenient and / or natural ways of interacting with a machine for certain situations. If the first aspect, 
namely, increasing the level of autonomy of the system, is important for complex robotic systems that operate 
in conditions of informational ambiguity of the environment, then the second aspect - improving ergonomics 
and naturalness of the interface - is important in cases where the robot system is designed to interact with 
humans ( social robotics) or human interaction is a necessary condition for its functioning (medical robots, 
helper robots, exoskeletons, etc.) [4, 5]. 

One of the components of the intellectual control system is a natural-language (in the particular case of 
speech) or a multimodal interface of human-machine interaction. This article is exactly dedicated to the 
management of the medical exoskeleton. 

The article is structured as follows: after the present Introduction, in which the meaning of the term 
“intellectual control” was revealed, brief information on exoskeleton and their classification are given. The 
following section provides the technical specifications of the developed exoskeleton. The following describes 
the concept of intelligent control, implemented for the interface of this device, and reveals its main 
components: touch and voice control. In the Conclusion, the main features of the developed interface are 
presented and the advantages of its use are formulated. 

Overview of Robotic Exoskeletons 
The term “exoskeleton” refers to devices designed to increase the physical characteristics of a person 

with the use of an external frame. Exoskeletons are not autonomous; however, they are usually classified into 
the service robot’s domain [6, 7]. 
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Despite the prevalence of exoskeletons in various branches of human activity [8], no widely accepted 
classification of exoskeletons has been elaborated. Among the most common aspects for grouping of 
exoskeletons can be noted [9-11]: 

a) Energy source: active and passive - powered exoskeletons use external power banks, or use cable
connections to run sensors and actuators, while passive exoskeletons depend on the kinetic energy of the user; 

b) localization: upper / lower limb exoskeletons, suit exoskeletons;
c) scope: military, medical, industrial, space, etc;
d) weight of the structure: from ultralight (up to 2 kg) to heavy (over 30 kg);
e) user mobility: mobile and stationary.
Nowadays, exoskeletons are being actively developed in many countries of the world [12, 13, 14]. 

Examples of lower limb exoskeletons include ReWalk (by ARGO Medical Technologies, Israel) [15] and 
eLEGS (Berkeley Bionics, USA: https://bleex.me.berkeley.edu/research/exoskeleton/). Lots of exoskeletons 
have been created for military purposes. The well-known examples are: the HULC exoskeleton by Lockheed 
Martin (US) [16] and the XOS exoskeleton (Sarсos, USA: http://www.army-
technology.com/projects/raytheon-xos-2-exoskeleton-us/). A detailed review of trends in the development of 
exoskeletons is given in [17]. This work is especially notable due the fact that it classifies current systems by 
assistive strategies of application. 

The paper [18] provides a list of research priorities in the exoskeletons industry. These include: 
 studies on the kinematic and biomechanical properties of current devices in order to formulate of the 

principles of their application; 
 development of new methods to determine parameters of exoskeletons and control their functioning, 

which would provide researchers with tools for quick and systematic evaluation of exoskeletons of various 
types according to selected criteria; 

 computer analysis of virtual topographic-anatomical environments when designing biomechanical 
systems; 

 creation and improvement of materials and basic parts of exoskeleton, ensuring their effective work. 

Medical Robotic Exoskeleton 
The developed multifunctional medical robotic lower limb exoskeleton “Remotion” (hereinafter referred 

to as MRLLE) can be used to mitigate or liquidate the effects of the central and peripheral nervous system 
damage, consequences of injuries and diseases of the musculoskeletal system, accompanied by dysfunction of 
the lower extremities. 

Currently there exists four modifications of the MRLLE: 
 REM-B – the basic version with basic sensors and control system, designed for rehabilitation in 

medical institutions. 
 REM-E – similar to REM-B, with the addition of electromyography (EMG) channels, designed for 

rehabilitation in medical institutions. 
 REM-F - an enhanced version of REM-E with a system of functional electrical stimulation of the 

patient’s muscles (FES), designed for rehabilitation in medical institutions. 
 REM-D – the basic version with basic sensors and control system, designed for rehabilitation of 

children in medical institutions. 
MRLLE is mounted of an external metal frame equipped with four servos and fixed on the patient's body 

via soft cuffs, belts and fasteners. One of the features of the exoskeleton RME is the modular design, and 
options to program various walking patterns, as well as the availability of electromyography and functional 
electrical muscle stimulation. The parts of the MRLLE are: a lumbar module, electrically driven hip modules, 
electrically driven lower-leg modules, foot modules, handles, a fixation system, and a power supplying system 
(battery), a control panel, and a charger. In addition, the exoskeleton is equipped with crutches or walkers. The 
overall 3D design of the exoskeleton is set out in Fig. 1, and in Figures 2A and 2B is a diagram of the 
equipped exoskeleton and a photo of the product. 



464 

Figure 1 –3D design of the exoskeleton (frontal and rear views) 

The lumbar module, modules of the hips and legs can be adjusted in width, depth and length depending 
on size of the patient. For the same purpose, the foot module is equipped with an adjustable hinge, and the 
system of belts, cuffs and buckles is adjustable. 

The servos from the hip and lower leg module are motor reducers. The exoskeleton control system 
software allows various motion programs depending on medical purposes. 

Figure 2 – MRLLE general view: A) a sketch of the equipped exoskeleton  
(1 – plastic protective case; 2 – waist belt; 3 – user; 4 – walkers; 5 – confirmation button); 

Б) a photo of the equipped MRLLE 

MRLLE allows rehabilitation of the user in the following modes of operation: 
 get up / sit down; 
 go / stop; 
 turning; 
 mark time; 
 asymmetric user goniograms; 
 diagnostic mode "synchronous electromyography" 
 mode "synchronous functional electrostimulation" 
In order to improve the effectiveness of rehabilitation sessions, MRLLE is equipped with FES and EMG 

systems. This uses one of the modes of operation: reading EMG signals from certain muscles of the patient, or 
muscle stimulation at a point in time synchronized with step periods. 

The activation and control in FES and EMG modes is carried out remotely from a PC via the 
RemotionTool software utility. The connection between a PC and the exoskeleton is set up automatically via a 
wireless Wi-Fi network. RemotionTool graphical user interface allows the medic to maintain several medical 
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files, to create and update databases of rehabilitation techniques, to analyze the data from each goniography 
session. 

Exoskeleton Control System 
The control of the exoskeleton is possible using touch or voice interfaces, which are implemented in a 

bimodal control system. Touch control is carried out using an application with a graphical user interface 
(GUI) that is installed in the smartphone. Voice control is aimed at automatic recognition of commands that 
the user pronounces in Russian. Thus, the control system of the exoskeleton is aimed at helping the patient 
during the processes of activation, interaction and deactivation of the exoskeleton. The developed devices and 
software are designed in such a way that they allow you to export a profile with the necessary rehabilitation 
program from a personal computer to a mobile device, which leads to time savings. During the initial phase of 
the rehabilitation course, patient users rarely can perform a certain movement on their own. In this case, 
automatic mechanisms for controlling the exoskeleton are the only ways to solve the described problem. 
Figure 3 shows some examples of interfaces that have graphical shells, due to which patient users can easily 
perform the necessary operations on the exoskeleton. 

Movement pattern choice Fine-tuning characteristics of 
moves 

Telemetric data 

Figure 3 – Graphical interfaces as displayed on the touch screen of the control panel 

Voice interface for contactless control of exoskeleton 
The efficiency and naturalness of exoskeleton control is significantly enhanced by the voice interface and 

well-thought-out individual commands. Intellectual voice input contains a small number of narrowly directed 
commands that are available for performing, which leads to a significant improvement not only in speed, but 
also in ease of interaction (a certain command is more often easier to pronounce than to press a touch button in 
the graphical user interface). It was also revealed that during the course of rehabilitation courses, patients are 
distracted by a mobile device for sensory interaction, which negatively affects the overall concentration. 
Entering an additional modality in the form of voice control improves ergonomics. In the future, this 
technology will allow the use of exoskeletons not only under the careful supervision of doctors in medical 
institutions, but also in everyday life. 

Currently, a number of domestic and foreign developments are aimed at implementing voice controls for 
intelligent methods of exoskeleton control. For example, the ExoAtlet exoskeleton from the Russian company 
OOO Exoatlet (https://www.exoatlet.com/ru/node/84/) and the exoskeleton of the lower limbs ARKE 
(https://exoslelerereport.com/product/arke/) from Canadian company Bionic Laboratories Corp. The last 
example is particularly interesting in that for speech recognition the creators used Alexa automatic speech 
recognition (APP) technology from the American company Amazon, integrating it into the exoskeleton 
control system. A similar approach was chosen by the authors when creating their own voice control system 
for the exoskeleton. 

For automatic speech recognition in the exoskeleton control system, features are used embedded in the 
open source software interface of the Android operating system developer from Google, which allows you to 
convert the audio signal to a textual representation on mobile devices running Android 
(https://developer.android.com/reference/ android / speech / SpeechRecognizer). 

The voice interface module software was developed using a high-level Java programming language and 
the professional development environment Android Studio. The logical structure of voice interface modules 
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for intelligent control of SEM is shown in Figure 4.The main functions of the developed contactless voice 
interface to control the exoskeleton MRLLE are: 

1) automatic conversion of isolated Russian voice commands into a textual representation;
2) voice feedback by repeating the recognized voice command via the headphones or the smartphone

(female or male voice at the user's choice); 
3) sending the code of the recognized speech command to the electronic control system of the MRLLE

before the further actuation; 
4) duplication of the progress of the voice control process using the graphic interface of the smartphone.
The complete list of voice commands currently available to the user is presented in the Table below. 

Before each voice command, the user must either press a virtual button on the screen, which turns on voice 
input mode, or say an activation keyword, which reduces the probability of false alarms of the voice control 
module. The user can choose one of the three keywords of his/her choice: (1) “Robot”, (2) “Command”, and 
(3) “Execute” (‘Robot’, ‘Komanda’, and ‘Vypolni’ in Russian). 

Figure 4 – The logical structure of the MRLLE voice interface 

Table 1. Voice command list and the corresponding actuations by the exoskeleton. 

Voice command (in Russian) Actuation performed by MRLLE 
‘Take a step’ One step forward 
‘Go’ Continuous steps forward 
‘Stop’ Keeping a standing position 
‘Get up’ Getting up from a sitting position 
‘Sit down’ Take a seated position 
‘Turn left’ Turning left 90 degrees 
‘Turn right’ Turning right 90 degrees 
‘Abort’ Cessation of the last active actuation 

In order to reduce power consumption, the audio stream captured through the smartphone’s microphone 
is checked for any speech-like audio signal, and, in case of successful detection, the mode of command 
detection is activated. If the activation command matches the preferred keyword, the speech signal following 
the activation command is considered as the control command. The software delivers the code of the 
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recognized command to the IP address specified in the settings in accordance with the developed protocol. 
The recognized command is then displayed in the graphic interface of the system is doubled by the voice via 
smartphone speakers. Figure 5 shows the graphical interface of the voice control system: a dialog box during 
the capture of a speech signal, a window with a recognized voice command (“Stop”) and a window with the 
option to select a keyword. 

Audio signal capture for voice 
command. 

A recognized speech command. Key word choice. 

Figure 5 – the graphical interface of the voice control system: dialog boxes 

If the input speech command is not recognized by the system correctly, the user will be requested to 
repeat the attempt. In order to increase safety level and foolproofness, actuations of the exoskeleton are not 
executed immediately after the recognition process, but by active user confirmation: the execution of the 
action takes place after a certain manipulation by the user (pressing a button on the crutch). 

Conclusion 
The article describes the intelligent human-machine interface for controlling a robotic exoskeleton for 

medical use by the Exoskeleton “Remotion” and provides specific technical details of the exoskeleton 
architecture. Based on the results of these developments and studies, the following conclusions can be drawn: 

1) the created robotic medical exoskeleton Remotion differs from a number of similar devices by the
complete modularity of the device, which greatly facilitates the maintenance of the product and leaves room 
for flexible adjustment of the exoskeleton depending on the specific conditions of use; 

2) despite conceptually similar devices in the domestic market, the Exoskeleton Remotion differs from
them, first of all, by the presence of an intelligent user interface, which significantly improves the ergonomics 
of the exoskeleton and the possibility of contactless control; 

3) the combination of intelligent control methods through voice commands, touch control, and the
presence of voice and visual cues about the state of the exoskeleton allows to increase the security level of the 
user when using the exoskeleton; 

4) the availability of electromyography, functional muscle electrostimulation and the possibility of
medical control through the developed program utility RemotionTool improves the efficiency of 
rehabilitation, medical treatment or mitigating the effects of the user-patient disease; 

5) a prototype of the exoskeleton neurocomputer control module (neurointerface) is currently at the
development stage, the existing similar developments are relevant in the development of assistive exoskeleton 
for paralyzed people [19, 20]. 

References 
1. Kapustin A.V., Loskutov Yu.V., Skvortsov D.V., Nasybullin A.R., Klyuzhev K.S., Kudryavtsev A.I.

Circuit solutions for the management of a rehabilitation exoskeleton for medical purposes // Vestnik
Povolzhskogo gosudarstvennogo tekhnologicheskogo universiteta. 2018. № 2 (38). P. 77–86.
An Introduction to Intelligent and Autonomous Control. Antsaklis P.J., Passino K.M. (eds.). Kluwer2.
Academic Publishers, 1993.

3. Shcherbatov I.A. Intellectual control of robotic systems in conditions of uncertainty // Vestnik
Astrakhanskogo gosudarstvennogo tekhnicheskogo universiteta. 2010. № 1. P. 73–77.



468 

4. Karpov A.A., Yusupov R.M. Multimodal Interfaces of Human-Computer Interaction // Herald of the
Russian Academy of Sciences. 2018. V. 88. № 1. P. 67-74.

5. Ushakov I.B., Karpov A.A., Kryuchkov B.I., Polyakov A.V., Usov V.M. Promising solutions in the field
of medical robotics to support crew life and reduce medical risks in space flight // Aviakosmicheskaya i
ekologicheskaya meditsina. 2015. V. 49. № 6. P. 76–83.
World Robotics – Service robots 2017: Statistics, Market Analysis, Forecasts and Case Studies. Frankfurt-6.
am-Main: VDMA Verlag, 2017.

7. Ermolov I.L., Knyaz'kov M.M., Kryukova A.A., Sukhanov A.N., Kryuchkov B.I., Usov V.M. Method of
Controlling an Exoskeleton Device Using the System of Recognition of Arm Movements on basis of
Biosignals from the Skeletal Muscles of a Human Operator’s Arms. // Pilotiruemye polety v kosmos.
2015. № 4 (17). P. 80–93.
Ferris D. The exoskeletons are here // Journal of neuroengineering and rehabilitation. 2009. V. 6 (17).8.

9. Vorob'ev A.A., Andryushchenko F.A., Ponomareva O.A., Solov'eva I.O., Krivonozhkina P.S.
Controversial terminology and classification of exoskeletons. (Analytical review, own data, clarifications,
suggestions.) // Volgogradskii nauchno-meditsinskii zhurnal. 2015. № 3 (47). P. 14–20.

10. Herr H. Exoskeletons and orthoses: Classification, design challenges and future directions // Journal of
neuroengineering and rehabilitation. 2009. V. 6 (21).

11. Gorgey A.S. Robotic exoskeletons: The current pros and cons // World Journal of Orthopedics. 2018. Vol.
9 (9). P. 112–119.

12. Vorob'ev A.A., Zasypkina O.A., Krivonozhkina P.S., Petrukhin A.V., Pozdnyakov A.M. Exoskeleton - the
state of the problem and the prospects for the introduction of the system of habilitation and rehabilitation
of persons with disabilities (analytical review) // Vestnik Volgogradskogo gosudarstvennogo
meditsinskogo universiteta. 2015. № 2 (54). P. 9–17.

13. Banala S.K., Agrawal S.K., Kim S.H., Scholz J.P. Novel gait adaptation and neuromotor training
results using an active leg exoskeleton // IEEE/ASME Transactions on Mechatronics. 2010. V. 15 (2). 
P. 216–225.

14. Banala S.K., Kim S.H, Agrawal S.K., Scholz J.P. Robot assisted gait training with Active Leg

Exoskeleton (ALEX) // IEEE Transactions on Neural Systems and Rehabilitation Engineering. 2009. V. 17

15. Talaty M., Esquenazi A., Briceno J.E. Differentiating ability in users of the ReWalk(TM) powered
exoskeleton: an analysis of walking kinematics // IEEE Int Conf Rehabil Robot 2013.

16. Bednyak S.G., Eremina O.S. HAL Robotic Exoskeletons (Feel like a HALc) // Sworld. 2014. Vol. 2. № 1.
P. 49–51.

17. Yan T., Cempini M., Oddo C.M., Vitiello N. Review of assistive strategies in powered lower-limb
orthoses and exoskeletons // Robotics and Autonomous System. 2015. V. 64. P. 120-136.
Ergasheva B.I. Lower limb exoskeletons: brief review. Scientific and Technical Journal of Information18.
Technologies, Mechanics and Optics. 2017. V. 17. №. 6. P. 1153–1158.

19. He Y., Eguren D., M Azorín J., Grossman R., Luu, T. Ph., Contreras-Vidal J. Brain–machine interfaces for
controlling lower-limb powered robotic systems // Journal of Neural Engineering. 2018. № 15.

20. Rosen M. Mind to Motion: Brain-computer interfaces promise new freedom for the paralyzed and
immobile // Science News. 2013. V. 184 (10). P. 22–24.

(1). p. 2-8



469 

V. Vlasenko1, S. Orlova1, A. Bakhshiev2 

REVIEW OF MODERN METHODS OF SEGMENTATION OF MEDICAL IMAGES 

1 The Russian State Scientific Center for Robotics and Technical Cybernetics, Saint Petersburg, Russia 
v.vlasenko@rtc.ru, s.orlova@rtc.ru, alexab@rtc.ru 

Abstract 
The paper analyzes the main methods of image segmentation. The advantages and disadvantages of the 

methods in the task of segmentation of organs and cell tissues in medical images are considered. A review of 
datasets used to study prostate segmentation methods is given. Considered in detail the U-net convolutional 
network and its modifications. A comparison of their effectiveness with other neural network solutions in 
various problems of segmentation of organs and tissues is given. 
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1. Introduction
There are a number of tasks for the segmentation of medical images (MRI, CT, ultrasound and X-ray), 

for example, the allocation of organs, tissues and tumors in the images, often requiring high precision 
segmentation. There are many images per patient. Processing, including manual segmentation of images, is a 
time-consuming process. In view of the growing computing capabilities of the technique, it became possible 
to create algorithms that can significantly accelerate the process of segmentation of medical images and have 
good quality work. Although such algorithms already exist, they continue to develop actively, raising the level 
of segmentation quality and expanding the scope, and new methods and experimental results are appearing. 

The aim of this work is to analyze methods and systems of technical vision for the segmentation of 
medical images. 

2. Image Segmentation Techniques
There are many methods of image segmentation; most of them can be divided into seven popular groups 

[1, 2, 3], which are shown in Figure 1. 
Threshold methods. Within this method, threshold values are selected, and pixels, depending on their 

intensity value, are assigned to certain classes. There are three main types of threshold segmentation: global 
threshold segmentation, variable threshold segmentation, and multiple threshold segmentation. 

Figure 1 – Image segmentation Techniques 

1. Edges based methods. The intensity value alone does not provide sufficient accuracy. This method is
based on a sharp change in the intensity value in the image. Edges can be found in places where either the first 
derivative of the intensity is greater than a certain value, or the second derivative has an intersection with 0. 
Pixels that are not separated by boundaries are assigned to the same class. 

2. Regions based methods. The method of segmentation based on regions is based on the selection of
segments that have similar characteristics. There are two main types: region growing methods or region 
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splitting and merging methods. Region growing methods segment the image into different regions based on 
the initial pixels (seeds), which can be selected manually (based on existing knowledge) or automatically 
(depending on the specific application), and regions gradually grow out of them, using a measure of similarity 
- if the intensity If an unoccupied neighboring pixel matches sufficiently with the average intensity of the 
region, then the pixel is included in the region. In region splitting and merging methods, the image is 
iteratively divided into areas with similar characteristics, then similar areas are joined together. 

3. Clustering based methods (Fig. 2). This method is based on clustering pixels with similar 
characteristics. Clustering-based segmentation consists of dividing data elements into clusters in such a way 
that the elements in one cluster are more similar to each other than to others. There are two main categories of 
clustering methods: the hierarchical method and the partitioning method. Hierarchical methods are based on 
the concept of trees. In this case, the root of the tree represents the entire database, and the internal nodes are 
clusters. On the other hand, the partition-based method uses optimization methods iteratively to minimize the 
objective function. Between these two methods, there are various algorithms for searching for clusters. There 
are two main types of clustering: 

 Hard clustering is a simple clustering method that divides an image into multiple clusters so that one 
pixel can belong to only one cluster. These methods use a membership function that takes values 1 or 0 i.e. 
one specific pixel can either belong to a specific group or not belong. An example of such a clustering method 
is the K-means method. In this method, the centers are calculated first, and then each pixel refers to the nearest 
center. 

 Soft clustering is a more natural form of clustering, because in real life accurate separation is not 
possible due to the presence of noise. Thus, such clustering methods are most useful for image segmentation, 
in which the separation is not strict. An example of this type is fuzzy C-means clustering. In this method, 
pixels are divided into clusters based on partial membership, i.e. one pixel can belong to more than one 
cluster. Each pixel is assigned a degree of belonging to clusters. This method is more flexible than other 
methods. 

 
Figure 2 – Clustering based method K-means 

4. Watershed methods (Fig. 3). In segmentation by watersheds, the image is represented as a function of z 
= I(x, y) intensity or the modulus of the gradient of the pixel coordinates. The function is plotted along the OZ 
axis. Ridges are formed in places of sharp changes in intensity, and valleys are formed in places of uniform 
intensity. Next, a threshold is selected along the OZ axis to which the image is filled with “water”. The 
remaining ridges are the contours of the objects, and the spaces separated by them, filled with water, are 
separate clusters. This algorithm is well suited for images with a small number of local minima. 

5. Partial differential equation (PDE) based methods. Partial differential equations methods are fast 
segmentation methods. They are suitable for real-time applications. There are two main PDE methods: a 
nonlinear isotropic diffusion filter (used to reinforce the ribs) and restoration of convex non-quadratic 
variations (used to eliminate noise). The result of the PDE method is blurry edges and borders that can be 
shifted using closing operators. The fourth-order PDE method is used to reduce image noise, and the second-
order PDE method is used to better detect boundaries [4]. 

6. Methods based on neural networks. These methods use artificial neural networks, usually 
convolutional, to solve the segmentation problem. Currently widely used in the problems of segmentation of 
medical images, road images, separation of the target object from the background. 
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Figure 3 – Watershed method 

Also not so popular among general purpose segmentation methods, but quite effective is a method for 
segmenting biomedical images — the atlas-based method [4, 5, 6]. Atlases are collections of images with 
manual markings by experts. This method may have the following algorithm [6]. At the first stage, atlases are 
selected with which the input image will be matched, for which you need to get markup (segmentation mask). 
At the second stage, the atlases are compared with the input image using special software for the analysis of 
medical images. At the final stage, to combine the marking of the atlases in such a way as to obtain a new 
markup corresponding to the input image, the weights are calculated based on the measure of similarity of the 
input image to the atlases and then merge the markings by weighted voting. The algorithm works quite 
effectively on large objects, but is not suitable for working with small or thin objects. The operating time, 
depending on the number of atlases and other parameters, varies from 40 seconds to several minutes. 

 
Figure 4 – The atlas-based algorithm [6]: on the left is expert markup, on the right  

is the result of the algorithm 

The resulting comparison of methods is given in Table 1. 
The threshold segmentation method is not suitable for solving the problem of high-quality segmentation 

of medical images, because it has very specific conditions for its work: the object stands out against an almost 
uniform background. The edge method may fail, because biomedical images often contain a lot of noise and a 
large number of borders, and sometimes, on the contrary, the borders of the target objects are too blurred. The 
same applies to watershed segmentation methods. 

Methods based on regions, clustering, and based on PDE can be suitable for pre- and post-processing, 
they can also be tested as independent methods of segmentation and to evaluate their performance compared 
to other methods. 
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Among the considered methods, methods based on neural networks make it possible to distinguish and 
classify objects and areas in images not only on the basis of pixel brightness or some of their individual 
characteristics, but also on the basis of complex features that are formed in the learning process. This implies a 
drawback of neural network methods - not very high speed (or high requirements for computing resources) 
and the need to prepare a representative training base of a large volume, however, this particular group of 
methods is universal and allows to get the highest quality result in segmentation tasks when it is difficult to 
identify features segment based on pixel values only. 

In recent years, competitions have become widespread, in which teams solve the problem, having a set of 
annotated data from the organizers, which can be used for training or selecting algorithm parameters. 
Algorithms are evaluated based on a set of non-annotated (for participants) data, for which teams receive 
results. Organizers have markup for such a test suite. Several competitions related to image segmentation can 
be mentioned: “Ultrasound Nerve Segmentation” 2016 [7], “KONICA MINOLTA - Pathological Image 
Segmentation Challenge” 2017 [8], “Digital Pathology: Segmentation of Nuclei in Images” 2018 [9 ], “PAIP 
2019: Liver Cancer Segmentation” 2019 [10]. In all these competitions, the winning teams used neural 
network methods. 

According to a review of segmentation methods, the most promising general-purpose method should be 
considered segmentation methods based on convolutional neural networks. 

Table 1. Segmentation Method Groups 

Method 
group 

Description Advantages Disadvantages

Threshold 
methods 

The threshold value 
is determined by the 
histogram of the 
image 

do not need a priori 
information; simple 
methods in 
implementation, 
undemanding to resources 

depend on abnormal values; 

spatial details are not taken into 
account 

Edges based based on detection 
of intensity spikes 

suitable for pictures that 
have good contrast 
between objects 

not suitable for cases when there 
are a lot of edges 

Regions 
based 

based on the 
partition of the image 
into homogeneous 
regions 

more resistant to noise; 
useful when it is easy to 
define similarity criteria 

very expensive methods in time 
and memory 

Clustering 
based 

based on division 
into homogeneous 
clusters 

the use of partial 
membership is therefore 
more useful for a real 
problem 

complex definition of 
membership function 

Watershed 
methods 

based on topological 
interpretation 

results are more stable, 
detected boundaries are 
continuous 

sophisticated gradient 
calculation 

PDE based based on differential 
equations 

high speed high computational complexity 

Atlas-based based on image 
matching with atlases 
and markup transfer 

do not require a lot of data 
to implement 

not a flexible algorithm; 

does not work well on small 
objects; 

low speed 

based on 
neural 

networks 

based on modeling 
the learning process 
for decision making 

universality of algorithms large time costs for training; 

must have training datasets 
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3. Existing solutions for the segmentation of medical images based on convolutional neural
networks 

Convolutional networks have been around for a long time. One of these networks, containing 8 layers 
and millions of customizable parameters, made a breakthrough in the classification of the ImageNet dataset 
with more than 1 million training images [11]. Since then, a large number of different neural network 
architectures of even greater complexity have been developed. 

A typical use of convolutional networks is a classification task when a class label from a set is matched 
to an image. However, in most tasks of the analysis of biomedical images, segmentation is required, i.e. match 
the class label to each pixel in the image. Moreover, the number and volumes of publicly available labeled 
datasets that can be used to train neural network algorithms are relatively small. 

A successful attempt to solve this problem was made at the 2012 ISBI Championship. In the winning 
solution [12], the neural network processed fragments of the image using a sliding window, predicting the 
label for each pixel and taking as input some local area around this pixel (Fig. 5). This network made it 
possible to localize the result and, since the neural network worked directly only with image fragments, and 
not with the entire images, there were much more training examples than the number of training images. 

Figure 5 – The principle of the algorithm [12] 

But this approach has two drawbacks. Firstly, low speed, because the network must separately process 
each area of the image, and there is a lot of redundancy due to the overlap of these areas. Secondly, when 
using this approach, it is necessary to find a balance between the magnitude of the input of the neural network 
and the use of context, i.e. between localization accuracy and classification accuracy: larger input image areas 
that work with a large volume of context require more pooling layers, which reduce localization accuracy, 
while small areas can lead to a decrease in classification accuracy. 

2015 can be considered the year of the emergence of modern neural segmentation networks when the 
neural network architectures FCN [13], U-net [14] and DeepLab [15] were introduced. And while FCN and 
DeepLab were positioned as general-purpose segmentation methods, the U-net architecture won several 
competitions in medical image segmentation. U-net uses the principle proposed by the authors of FCN - a full-
convolutional architecture (consisting entirely of convolutional layers), which can be divided into two 
functional blocks: an encoder (part of downsampling) and a decoder (part of upsampling). The encoder is built 
as a neural network classifier, which receives an input image and receives a class attribute map at the output, 
and then a decoder follows that converts the attribute map into a segmentation mask. For more efficient use of 
information, the decoder receives not only the final encoder feature map, but also intermediate feature maps 
(Figure 5). The architecture looks symmetrical, U-shaped, which determines the name of the neural network. 
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Figure 6 – U-net architecture 

A feature of U-net is a large number of channels in the decoder part, which allows you to save more 
information in the last layers, as well as the use of elastic deformations when augmenting the training base, 
which is often found in biomedical images. The problem in many tasks of segmentation of medical images of 
cells is the separation of contiguous objects of the same class (Figure 7). To this end, the authors propose the 
use of a weighted loss function, in which the separation of background labels between objects in contact has a 
greater weight. Although the authors suggested the use of U-net for segmenting biomedical images, this neural 
network has become very popular and still shows good results in various tasks and competitions. Moreover, 
often the original version of the encoder is replaced with another classifier without the last layers - VGG-16, 
ResNet, etc. 

U-net surpassed the neural network [12] when evaluating on the basis of the ISBI 2012 competition 
without any preliminary or further post-processing (Table 2). The training data for this competition is a set of 
30 images 512x512 pixels in size. For each image there is a mask on which cells are highlighted in white and 
the membrane is black. Nevertheless, according to the table, it can be noted that manual labelling at that time 
exceeded the result of the best algorithm by accuracy tenfold. 

Figure 7 – HeLa cells on glass are fixed by differential interference contrast.  
On the left is the original image, in the middle is the mask obtained by segmentation 

(white - cells, black - background), on the right - a map  
with pixel weights for the loss function 
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Table 2. ISBI 2012 Leaderboard, sorted by warping error (March 6th, 2015) 

Name of 
algorithm or team 

Warping  
Error 

Rand  
Error 

Pixel 
Error 

Hand labelling 0.000005 0.0021 0.0010 

. U-net 0.000353 0.0382 0.0611

. DIVE-SCI 0.000355 0.0305 0.0584

. IDSIA 0.000420 0.0504 0.0613

. DIVE 0.000430 0.0545 0.0582

U-net architecture managed to win the ISBI 2015 competition (Table 3) on the PhC-U373 and DIC-HeLa 
datasets (Figure 8). It took the authors 10 hours to train U-net on an NVidia Titan GPU (6 GB), segmenting a 
single 512x512 pixel image took less than one second. 

Table 3. Accuracy Algorithm Results at ISBI 2015 

Name PhC-U373 DIC-HeLa

IMCB-SG (2014) 0.2669 0.2935 

KTH-SE (2014) 0.7953 0.4607 

HOUS-US (2014) 0.5323 - 

second-best (2015) 0.83 0.46 

U-net (2015) 0.9203 0.7756 

Figure 8 – Examples of images and annotations of datasets used at the ISBI 2015 competition.  
On the left is the “PhC-U373” dataset, on the right is “DIC-HeLa” 

In [16], the authors identified three problems of the classical U-net architecture. First, U-net, as a popular 
model for segmenting medical images, is difficult to train when convolutional layers increase, but a deeper 
network usually has better generalization due to more parameters. Secondly, exponential ReLU (ELU), as an 
alternative to ReLU, is not much different from ReLU when the network of interest is deepened. Thirdly, the 
Dice coefficient, as one of the widespread loss functions for segmenting a medical image, is ineffective when 
the forecast is close to true and will cause fluctuations during training. To solve the three above problems, the 
authors propose a deeper network that can be trained on medical image data sets that are usually small. They 
also offer a new loss function to speed up the learning process and a combination of various activation 
functions to increase network performance. 

In the article, the authors propose a bridge architecture between two U-nets (Figure 9). They connect 
each decoder block of the first U-net with the corresponding encoder block of the second U-net, which 
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directly introduces features from previous levels to the last levels. This process should reduce the cost of 
training and show better performance than one U-net. 

As an improvement to U-net, stacked U-net is used. Such a network improves network performance by 
using the first U-net to find rough signs and using the second U-net to get an accurate result. However, this 
increases the complexity of the network. Unlike the previous U-net with accumulation, which requires a large 
amount of training data, connecting two U-net can reduce the cost of training and make the network suitable 
for medical use, where training data is usually not enough. Table 4 shows the effect of various connection 
methods on quality. 

The authors also presented the results of comparison with other teams in the leaderboard of the MICCAI 
PROMISE12 competition (Table 5). 

Figure 9 – Bridged U-net 

Table 4. Influence of network bridging and skip connection. vDSC is the abbre-viation of volumetric Dice 

Similarity Coefficient 

Method 
Bridging  
method 

Skip 
connection  

Mean  
vDSC, % 

U-net None None 86.73

Stacked U-net None None 85.57 

Stacked U-net Addition None 86.99 

Stacked U-net Concatenation None 87.85 

Stacked U-net Concatenation Concatenation 86.02 

Bridged U-
net 

Concatenation Addition 88.12 
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Table 5. Quantitative comparison between the proposed method with othermethods on testing data 

Team DSC, %

Bridged U-net 89.96 

DenseNet 88.98

U-net 88.06

ResNet 87.42

Stacked U-net 87.15 

In [17], two new U-net-based architectures are proposed - Recurrent U-net and Recurrent Residual U-net 
(R2Net), Fig. 10. 

Figure 10 – Recurrent U-net architecture 

In the case of R2Net, the recurrent convolutional block with ReLU and the recurrent unwrapping block 
with ReLU are replaced by the recurrent residual block with convolution and ReLU and the recurrent residual 
block with sweeps and ReLU. The blocks are shown in Figure 11. 

Figure 11 – Blocks used in the Recurrent U-net and Recurrent Residual U-net architectures 
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Recurrent layers allow to accumulate features, which increases accuracy, and residual layers contribute 
to better learning of a deep neural network. This was confirmed during the experiments. On all datasets, the 
proposed methods showed better results than the original U-net. Figure 12 shows a typical accuracy result 
obtained when testing neural networks on a dataset for lung segmentation. The signature t = 2 means that in 
the model, after each simple convolutional layer, two successive recurrent convolutional layers follow. Figure 
13 shows examples of Recurrent Residual U-net output segmentation masks. The authors noticed that at the 
borders of the masks, the confidence of the network is higher (the edges are yellow). 

Figure 12 – The accuracy of the proposed models compared to the original U-net 

Figure 13 – Recurrent Residual U-net network prediction example 

In [18], the authors propose the Sequential SegNet architecture (SeqSegNet), based on the SegNet 
segmentation architecture. SeqSegNet allows to qualitatively segment various organs in the image, i.e. solves 
the problem of multiclass segmentation. The neural network contains a sequential feature extractor, which 
receives a set of intra-slice feature maps obtained from a sequence of sliced images of computed tomography 
(CT) images and generates cross-feature features maps (in the case of a sequence of sliced images, intra-slice 
features are distinguished, obtained from the image of the slice, and inter-slice obtained from the slices 
relations), which is shown in Figure 14. The set of seven input feature maps is divided into a direct sequence 
(marked in blue), the reverse sequence (marked in green) and the target indication map (red). The feature 
extractor contains LSTM (Long Short-Term Memory) recursive blocks, and first the feature maps that are 
most unlike the target are processed, while the most similar ones are sent to the input of convolutional 
recurrent blocks last. 

Figure 15 illustrates the general architecture of the neural network and the method of combining intra-
slice and inter-slice feature maps. It can be seen that instead of copying the output feature maps at the outputs 
of the encoder blocks and subsequent merging at the inputs of the corresponding decoder blocks, the feature 
maps are processed by a sequential feature extractor. 
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Figure 14 – Sequential Feature Extractor 

Figure 15 – SequentialSegNet Architecture 

The SequentialSegNet architecture turned out to be more accurate than U-net in both the single-class 

segmentation problem and the multi-class segmentation problem, as expected (Table 6). 

Table 6. SequentialSegNet (SSN) and U-net Evaluation Results 

Methods 
Dice Similarity Index Per Case, % 

Liver Spleen Gallbladder

Single-organ U-net 90.45 ± 4.74 80.45 ± 13.15 59.15 ± 22.92 

Multi-organ U-net 92.74 ± 4.82 91.17 ± 5.77 71.27 ± 18.48 

Single-organ SSN 93.60 ± 4.19 89.94 ± 8.85 69.31 ± 21.79 

Multi-organ SSN 95.58 ± 1.57 91.41 ± 4.38 74.72 ± 13.83 

Two-dimensional methods tend to have limited segmentation performance, since large volumes of spatial 
information about an organ are discarded during the segmentation process in parts. The use of three-
dimensional methods can also improve the quality of segmentation, since they use isotropic kernels to perform 
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three-dimensional convolutions, while most MRI images of the prostate have anisotropic spatial properties. In 
addition, fully convolutional structural methods achieve good performance for localization problems, but 
neglect the classification of voxels for segmentation problems. 

In [19], the authors proposed a 3D global convolutional adversarial network (3D GCA-Net) for solving 
the problems of segmentation of MRI images of the prostate (Figure 16). First, they designed the 3D ResNet 
encoder to extract three-dimensional features from sections of the prostate gland, and then developed a 
decoder that consists of a multi-scale three-dimensional global convolutional block and a three-dimensional 
border refinement unit to simultaneously solve classification and localization problems for volume 
segmentation. In addition, the authors combined an encoder-decoder segmentation network with an 
adversarial network in the training phase to ensure continuity of spatial predictions. Throughout the proposed 
model, they use anisotropic convolution processing to better study the features of MRI scans of the prostate 
gland. 

This method was tested on two data sets: MICCAI PROMISE 12 (Table 7) and ASPS 13 (Table 8). Also, 
several segmented images are shown in Figure 17. 

Figure 16 – Three-dimensional network encoder-decoder architecture for segmentation.  
A and B are a three-dimensional global convolutional block and a three-dimensional boundary refinement 

block, respectively. 

Table 7. Comparison with several variations of convolutional encoder-decoder networks on the PROMISE12 
dataset 

Method Type
Dice coefficient 

Whole Base Apex

CAMP-TUM2 3D 0.869 0.843 0.844

UdeM 2D 2D 0.874 0.849 0.842 

MBIOS 2D 0.881 0.850 0.847

BDSLab 3D 0.883 0.876 0.798

3D GCA-Net 3D 0.889 0.877 0.861 

CREATIS 2D/3D 0.893 0.866 0.868

CUMED 3D 0.894 0.864 0.860
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Table 8. Comparison with various methods on the NCI-ISBI 13 dataset 

Method Conv. layers Parameters Dice coefficient 

V-net 31 65,191,134 0.841

3D U-net 23 33,854,722 0.862 

ResNet-50 53 23,507,904 -

3D Encoder-
decoder 

141 29,601,094 0.878

3D GCA-Net 148 33,540,327 0.880 

Figгку 17 – The result of 3D GCA-Net on the PROMISE 12 dataset 

Conclusion 
A review of segmentation methods was carried out, groups of methods and their advantages and 

disadvantages were identified. The atlas segmentation method shows good results on large objects, but at the 
same time on small objects its accuracy drops significantly, which makes it not a universal solution. Neural 
network methods have good speed and quality. This group of methods is most effective for image 
segmentation. Classical methods can also be implemented for comparison with the results of methods based 
on deep learning or as a pre- and post-processing of the results. Thus, methods based on neural networks are 
defined as the most promising group of methods. 

Modern neural network algorithms for solving the problem of medical images are considered. The most 
popular development base in this area is the U-net neural network, proposed in 2015. At the moment, its 
modifications have good performance and occupy high places in competitions. 

There are several trends in the development of neural network algorithms for the segmentation of 
biomedical images. This is the use of residual connections to improve the quality and convergence of neural 
network training, the use of recurrent blocks to improve the quality of segmentation through the accumulation 
of features, as well as work with sequences of image slices through the use of 3D convolutions or recurrent 
blocks. 
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Abstract 
Based on the review of Russian and foreign scientific papers and analysis of unstable positions, the 

present work suggests possible ways to solve the problem of stability of a medical exoskeleton. The paper 
contains design and technical solutions to provide support; ways based on the controlling processor algorithm, 
models based on equilibrium principle of an unstable inverted pendulum with one or two links. To provide 
different ways for the implementation of balance maintenance system, there have been identified basic criteria 
which maintain the balance. Examples which illustrate different ways to provide balance are also given. There 
have been introduced applied design solutions and principles which will prevent the human-exoskeleton 
system from turning over. The problems having difficult solutions which are still to be found are stated. 

Keywords: exoskeleton, providing exoskeleton’s balance, human locomotions, balance stability 

Nowadays, there are frequently used medical exoskeletons designed for rehabilitation purposes of those 
people who have lost their ability to walk. Their application has proved the effectiveness of the method of 
the outer movement reproduction to restore muscular activity.   

One of the problems while using and designing medical exoskeletons is considered to be the problem of 
providing a stable vertical support of the “human-exoskeleton” mechanical system in the moving process. The 
specific feature of these exoskeletons, unlike the other exoskeletons, is that a person (user, operator, patient) is 
unable (or only partially able) to hold upright position while moving. That is why the task of providing 
vertical support of the “human-exoskeleton” system rests with the design of an exoskeleton, or with a user and 
care-taking personnel.  

When designing the exoskeleton control system, it is necessary to set the laws of motion and eliminate 
unnecessary (“extra”) movements. An exoskeleton must have appropriate sensors and mechanisms which 
would respond to the movement and position of the body in space taking into account right locomotions and 
system balance stability. The developed algorithms to control an exoskeleton must be able to “feel” and 
“predict” human behavior, provide action timing which would eliminate serious injuries for a user [1, 2].  

After a series of the experiments performed with “REMotion” exoskeleton prototypes, there have been 
found some approaches to solve the task to provide the stability of an exoskeleton with a patient inside it.  

To perform movements, a person and an exoskeleton act within the available degrees of freedom of a 
lower extremities kinematic chain. For a person it is more difficult. If we take into consideration Hanavan 
model, hip and ankle joints can be represented in the form of spherical kinematic pairs each having three 
degrees of freedom. A knee joint is considered as a turning kinematic pair. Thus, to provide stability a person 
uses 7+7 (right leg plus left leg) degrees of freedom which make 14 controlled movements (in reality there are 
much more of them), see Figure 1.  

The degrees of freedom of exoskeleton kinematic chains usually do not exceed this number and vary 
between 2 and 10. However, in an exoskeleton design a distinction should be drawn between controlled 
(active) degrees of freedom and uncontrolled (passive) degrees of freedom. REMotion exoskeleton has 2+2 
active degrees of freedom in the hip and knee joints and 1+1 passive degrees of freedom in an ankle joint. 
Such design is quite common and is due to the maximum simplicity and performance. It should be noted that 
all six degrees of freedom of a REMotion exoskeleton operate in one saggital plane and have no opportunity 
to move in the frontal plane.  

A “user-exoskeleton” system is considered to be quite unstable in case if a person suffers from locomotor 
disorders. Nowadays, there are a few mathematical models of such a system each of which is necessary and 
sufficient to solve a specific balance support task.  
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Figure 1 – The number of degrees of freedom of lower extremities for  
a person and REMotion exoskeleton  

The design model for a “human-exoskeleton” system stability can be represented as a spherical 
pendulum or inverted plane pendulum [3, 4, 5]. Based on the chosen criteria, initial and boundary conditions, 
the pendulum can have one, two or many chains. The more chains (and consequently degrees of freedom) 
there are in a model, the more complex it is to practically solve the balance support task, see Figure 2.  

The differential equation for one-chain pendulum motion is represented as [3]:  

2 sinmr mgb L   , (1) 

where m is a pendulum mass, b is the distance between point O and centre of mass C, r is the radius of 
pendulum gyration with the respect to point O,  is the deflection angle, g is gravitational acceleration. 

 
Figure 2 – Possible design models to set the exoskeleton balance stability task 

If we consider an exoskeleton itself as a mechanical system with two degrees of freedom, the 
mathematical model can be represented as a two-chain inverted pendulum. The equation for a two-chain 
inverted pendulum is much more complex. It can be represented in matrix form [3]: 

          2 ( ) sin  iA F B L c      .  (2) 

Here matrixes and column-vectors are represented as: 
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The corresponding coefficients are equal to: 
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where I1 and I2 are moments of inertia of the first and second chains with the respect to joints O and D 
respectively, m1 and m2 are masses of the first and second chains, r1 and r2 are the distances from joints O and 
D to centers of mass С1 and С2 of the first and second chains respectively, l is the length of the first chain OD, 
g is gravitational acceleration. It should be assumed that the chain centers of mass do not match with the 
joints. If the control torque L is applied to the pendulum support O, then i=1. If the control torque is applied in 
a joint between chains, then i=2. 

Further increase of chains of the inverted pendulum leads to the sophistication of the model and causes 
difficulties while looking for possible solutions. The same opinion can be found in the work [6]: the solution 
of the obtained system of inequalities in analytical form is lengthy and it is impossible to draw a 4D-area 
which would correspond to the solution of these inequalities.  

It is necessary to mark the basic problems to provide stable position and movements of a person in an 
exoskeleton. The first one is the complexity of the mathematical model used to implement the operation 
algorithm of the stability support system. If we increase degrees of freedom of the design model, it becomes 
impossible controller’s processor to solve it. 

The second problem is the absence of degrees of freedom in the frontal plane. To simplify the design and 
reduce the costs of a medical exoskeleton, we intentionally eliminate the controlled degree of freedom in the 
frontal plane. Thus due to its design, it is impossible to create a motion which would prevent falling. 

The third problem deals with the first one because of the natural motion of a person inside an 
exoskeleton. It is observed an uncontrolled shift of the common gravity center of the whole system. It is 
impossible to predict the position of the common mass centre of a “human-exoskeleton” system. The only 
thing which we can do in this case is to measure it somehow and extrapolate with the help of motion sensors.  

The fourth problem is significant power consumption and sophistication of the design to create a 
balancing moment. The problem deals with some critical conditions upon the reach of which it would be 
useless to balance the system due to high power waste. Perhaps, we should avoid the fact that the power 
consumption for stability maintenance would not exceed the power consumption required for movement.  

The fifth problem, which is considered to be main one, deals with the security. If the manufacturer states 
that its exoskeleton is equipped with the balance support system, it must totally eliminate the possibility to 
fall. Any falling is regarded as an accident and it is the manufacturer who takes the responsibility for it. 
Nowadays, there are no medical exoskeletons which allow motion without support.  

There are a lot of ways to stabilize the objects when the point of load application does not correspond 
with the center of mass. For instance, based on the inverted pendulum we can point out the following ways to 
stabilize the system.  

Method 1. The use of additional outer supports (links). 
This method is considered to be the simplest one as based on the motion of a usual pendulum near the 

stable equilibrium position. Outer support can be created with the help of support tools. See Figure 3.  
In case if a patient uses crutches, the task to provide support becomes rather simple. The support area 

increases significantly and it provides better stability of the “four-point gait”. The support area is a polygon 
with the vertexes in the exoskeleton’s feet and points where the crutches touch the floor. However, for a 
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locomotor patient it is difficult to choose and set the most stable position of a crutch. This fact causes a 
problem of balance stability when a patient uses crutches.  

In this case it is possible to provide support by the correlation of the step length and the position of a 
crutch which was experimentally proved [7]. It was found out that if the step length is fixed, different position 
of the crutches can cause different influence on the balance and gait stability. Having analyzed possible forms 
of support planes, it is possible to create the conditions at which the position of a “human-exoskeleton” system 
can be always stable. 

 
Figure 3 – Use of additional support tools 

In reality the “four-point gait” can be performed in the following way. First, a person sets a crutch as he 
moves and shifts his weight to this crutch. The data obtained from the pressure and position sensors placed in 
all four support points let us adjust the step length to provide the maximum stability at the end of the step. 
Thus, balance support is due to prediction of the final leg position.  

Apart from crutches, walking frames having four legs can be used as support tools while walking in an 
exoskeleton. A walking frame provides extra support area in the form of a tetragon. One of the drawbacks of 
such a support tool is that it is difficult to use it if the surface is uneven, e.g. in case if there are stairs, soft 
ground, some rough spots on the road. So, we offered a walking frame which design would allow to adjust it 
to the rough surface. The walking frame can automatically change its leg length to provide horizontal position 
of the handle as it is shown in Figure 4. 

 
Figure 4 – Self-adjusting walking frame which automatically  

provide horizontal position of the handle  
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Method 2. Feedback between position control system and motion algorithm.  
This method requires the development of a sensitive feedback system and an algorithm which would 

return the pendulum to the equilibrium position taking into account the prior movement. The task becomes 
even more difficult if we deal with a multi-chain pendulum. This method is widespread nowadays.  

There was offered an exoskeleton design equipped with the hybrid drive [8] which uses the combination 
of pneumatic muscles and electric motors to create a required controlling moment to be able to keep the 
balance without crutches. That research focused its analysis only on the robotic system; a patient was not 
taken into account. There was offered and tested a robotic exoskeleton with a balance stabilization 
mechanism. The project needs further research to control the mass center shift of a body in the frontal plane. 
The developers of Mindwalker [9] exoskeleton designed the control methods to provide active gait in the 
saggital and frontal planes. Its stable gait without crutches was shown for able-bodied people.  

The criteria of balance stability of a human and exoskeleton based on the idea of catching and 
extrapolating the common centre of masses of the system were used for automated control and balance 
recovering against moving disturbances [10]. That research also dealt with able-bodied people having sense of 
equilibrium and full mobility. There was offered a flexible zero dynamics control to provide automated gait. 
Lower part of a human body and exoskeleton were considered as solid body without any disturbance caused 
by legs. They also offered an improved model of an exoskeleton which provided balance with the help of a 
spring-mass-damper system in each joint having the parameters obtained by extrapolation and optimization of 
the data received during the experiments.  

The condition of the constant balance in a static situation can be expressed in the following way: a 
vertical projection of a mass centre must be in the support footing. For small movements within the support 
area there was developed a model [4] which considers a body as an inverted pendulum the motion of which 
can be described with the help of equation (1). The solution of the task is aimed at a person whose support 
area includes his feet (exoskeleton’s feet) and space between them.  

The authors of the paper [7] developed an exoskeleton for people suffering from minor muscle-skeleton 
disorders. Such an instruction was also given in a paper [11]. An exoskeleton has two main functions: 
assistive walking and maintaining walking stability. A hip joint drive is equipped with suitable sensors and a 
control system which allows the speed of a moving in an exoskeleton person up to 0.8 m/s (2.88 km/h). The 
specifications include the following parameters: if a person weighs 80 kg, each drive must have a rated load 
torque equal to 40 Nm which can be increased up to 80 Nm; maximum angular rate of a hip joint equals 150 
degrees/s. The exoskeleton structure has 4 degrees of freedom, two drives for each hip joint in saggital and 
frontal planes.  

The developers offer two systems to prevent falling: passive and active. The passive system has a 
constructive character and consists of stops which prevent the motion of chains in critical positions. The active 
security system has a complex design and consists of software which controls the exoskeleton’s drives based 
on the data obtained from the position and rotation velocity sensors of each drive, current, temperature and 
turning moment. If any of these indicators go beyond the safety limits, the software stops the motor and 
produces an alarm signal. The mathematical model for a walking stabilization is based on the principles of an 
inverted pendulum and is described in work [4]. The authors note that the correction of the motion is due to 
the extrapolation of the mass centre.  

Paper [12] describes the functionality of the stability support by an exoskeleton’s controller. The 
controller allows to change the length of the step cycle, the length of the step and to count the time of the walk 
during the walking process. It is pointed out that for the rehabilitation of patients it is very important both to 
repeat the natural locomotions and try to feel the state of imbalance. It helps a patient to automatically choose 
a suitable step length and cycle duration. In this paper the stability support is provided due to the angle change 
cyclogram adjustment to the ideal state. The exoskeleton has 6 degrees of freedom, two of which are structural 
couplings in the ankle joints.  

In paper [13] the authors use the model of an inverted pendulum mentioned in Hof’s works [4, 14]. The 
control system corrects the position using three aspects: mass centre shift, the effort created by the 
exoskeleton’s leg due to the accelerated motion, step length correction. Due to the use of an alternating force 
in the support point relative with respect to the mass centre point, the system brings the exoskeleton back to 
the stable position.   

Method 3. The use of the law of conservation of momentum. Gyroscopic effect.  
This is the way where the stability support is due to the inertia. This way uses a model of two-chain 

inverted pendulum described by Formalsky A.M. [3].   
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The balance stabilization is due to the inertia of the upper chain and a controlling moment in the medium 
joint. The value of the moment is set by the controller after it processes the data of the velocity and position 
sensors.  

The mass centre of the upper chain can be both in the rotation point of the medium joint and can be 
shifted, see Figure 5. The way is similar to what a rope-walker does keeping his balance on the rope with the 
help of long stick or heavy clubs.  

The two-chain pendulum which motion can be described with the help of equations (2) apart from the 
position of stable balance with two hanging down chains and unstable balance with two inverted chains can 
have two more balanced states. If we take into consideration a state when the first chain hangs down and the 
second is inverted, we can have an opportunity to control the balance in the frontal plane of a “human-
exoskeleton” system (Fig. 6). If we linearize the equation (2) near the state of equilibrium 

1 2 1 20,   ,    0        
, we get the system  
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Figure 5 – Creating the moment of equilibrium 

Acceptable control moments act in the medium joint and are sectionally continuous functions L(t) which 
are limited by a constant value in a module L0: L ≤ L0. At the beginning and during the whole stabilization 
process the pendulum is near the marked position of equilibrium. The drift of the angle is considered to be 
within 8 or 10 degrees. Circular motion of the whole pendulum or of one of its chains is not taken into 
consideration, i.e. the stabilization task is considered locally.  

In this case the equation (7) has only one positive proper value in the right semi-plane of the whole plane, 
i.e. the imbalance degree of such a system equals 1 apart from the pendulum with two inverted chains and the 
imbalance degree which equals 2. It significantly simplifies the calculation. If we have a linear (with 
saturation) feedback in one unstable variable, the domain of attraction corresponds with the whole controlled 
domain and is considered to be a maximum possible one. The solution of this task can be found in paper [13]. 
The balance stabilization is done with the help of inertia of the upper chain and controlling moment in the 
medium joint. The value of the moment is set by the controller after it processes the data obtained from the 
velocity and position sensors located in the exoskeleton control system.  

Using the same law of the conservation of the angular momentum, it is possible to stabilize the vertical 
position with the help of two gyroscopes (gyrodynes) located in the frontal and saggital planes.  
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In conclusion, we would like to point out that a person being an erect-walking creature is constantly in a 
state of unsteady balance. The human being learnt how to use all the ways of dynamic maneuvering to keep 
stable vertical position. Improving our machine, we look at a human being and try to create a harmonious 
combination of motion and strength. The aim of a medical exoskeleton is to reconstruct those simple basic 
movements to launch the perfect balancing system a person has. 
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Abstract 
In the work, a calculated justification of equivalence in terms of the energy indices of the modes of 

operation of the exoskeleton with a weight dummy was performed. Modes of operation are provided: cycling 
on a stationary bike, walking, sitting down and standing up. Criteria’s for the equivalence of movements in the 
hinge are accepted: the rms torque, equivalent power, the average speed turns between the links. Comparison 
of the values of the main parameters of locomotion gives small discrepancies of the largest equivalent torques, 
average speeds of revolutions and equivalent powers in the drives. According to the energy indices of the 
operating modes of the exoskeleton with the locomotion weight dummy (walking, standing up, sitting down 
and cycle-pedaling) may well be equivalent in the right choice of movement parameters. It is shown that the 
use of an exercise bike may well be acceptable to conduct laboratory reliability tests of the exoskeleton. 

Keywords: exoskeleton, service life tests, human locomotion, energy equivalence, walking, cycling. 

Implementing a complex project called “Creation of high-tech manufacturing for a multifunctional 
robotic medical exoskeleton (“REM”)” (code 2017-218-09-1807 according to the governmental decree dated 
April 9, 2010 N 218) resulted in the development of a multifunctional robotic medical exoskeleton 
REMotion designed by Volga state university of technology. The exoskeleton is to be produced at Volzhsky 
Electromechanical plant [1, 2]. This exoskeleton is to be used to help patients suffering from muscle-skeleton 
disorders.  

During the launch of the manufacturing process of a product or during the refining process it is necessary 
to perform laboratory tests to check the reliability, i.e. to perform the service life tests. They are performed to 
define or evaluate the technical resource of the whole product or of some of its parts. These tests can be done 
both during sampling tests or acceptance tests depending on the purpose of a product. The tests check 
parameters of an exoskeleton specified by the developers, find out some drawbacks and manufacturing errors 
of some links, algorithm errors which occur in the electromechanical part and in the processor.  

The service life tests specifications included the cycle which corresponds to the rehabilitation period of a 
patient having: 

1. Walking along a straight line at a speed equal to 1.5 km/h. 
2. Five cycles of standing up and sitting down. The duration of each one is about 30 sec. 
The duration of a rehabilitation cycle is one hour and last in a non-stop mode. During the tests we took 

into account the parameters of an average person (patient): weight – 75 kg, height – 175 cm.  
The service life tests were performed using a weight dummy (its weight was 75 kg) and included 160 

hours of walking on the running machine and 3500 cycles of “standing up and sitting down”. In total it 
required 10 days of work of two laboratory assistants (see Fig. 1).  

The performance of the tests in the regular operation mode (walking, sitting down) is dangerous for an 
operator, it requires a lot of space, time and operators and assistants looking after the balance stability and 
failure-free performance of a human-exoskeleton system (or weight dummy-exoskeleton system). So the 
relevance of the research is due to the necessity to develop some fixed-site ways to tests an exoskeleton which 
would allow to create various operation cycles including those performed in the forced conditions eliminating 
spatial motion.  

The aim of the paper is to evaluate the opportunity and explain the tests of electromechanical parts of a 
medical exoskeleton drive performed on an exercise bike.  

During the work we planned to determine the energy indicators for exoskeleton operation modes when 
walking, sitting down, standing up, cycling, as well as to choose the criteria of equivalence and give the 
justifying calculations concerning the energy indicators for chosen modes while working with a weigh 
dummy.  
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Figure 1 – Service life tests of “REMotion” exoskeleton performed on the running machine  

Functional motion analogies 
To evaluate the possibilities of the service life tests of an exoskeleton on an exercise bike, we should 

consider the parameters of cycling: frequency and step. These parameters have analogues in other types of 
functional motions, for example, while walking along the horizontal surface [3, 4]. The analysis of the 

walking shows that specific work A
~

(per unit of the distance), developed during the walking power P and 
ideal step length оптL can be counted using the following formulae [5]: 
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speed of motion. 
The first elements of the equations (1) and (3) placed in brackets define work and power which are spent 

to support the body, the second elements (placed in braces) define work and power which are spent to move 
the leg. Numerical solutions of the equations (1-4) [5] showed that when g = 9.8 m/s2, h = 1 m, 20,  and 

v = 1.25 m/s (or 4.5 km/h), the ideal step length while walking is m,L  70опт   if the step frequency is

min a steps  3105опт .f  . Then, the power is WP  150min  . 
It is noted that [5] the ideal step while walking equals approximately the step of cycling, i.e. it equals 

four-time the length of a bicycle crank. The length of a racing bike crank according to the existing standard 
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equals 0.171 m (6.75”) or 0.178 m (7.0”). Thus, the cycling step is about 0.684 or 0.712 m. If the power is the 
same (P=150 W) cycling with the frequency f=105.3 rpm can pick up speed equal to 24 km/h. 

 
Figure 2 – Energy consumption and mechanical power of a person while walking  

 
Figure 3 – Energy consumption and mechanical power of a person while cycling  

Such a coincidence is not accidental. The logic is based on the intention of designers and sportsmen to 
provide maximum efficient functional motion. In the theory of walking and cycling the researchers and 
designers followed different ways but obtained the same results: ideal in terms of power walking step and 
cycling step are approximately equal if the functional motion frequency is the same.  

 Let us consider the dependences of energy consumption and gained power on the speed of motion for 
walking and cycling (see Fig. 2 and 3). It should be noted that the gained power is the same if you walk at a 
speed of 4.5 km/h or cycling at a speed of 24 km/h.  

Based on the researches [3-6] and the results of our own experiments, we obtained the graphs which 
show the changes of cycle frequencies, torques in the hip and knee drives for walking, cycling and sitting 
down-standing up cycle (see Fig. 4-5) depending on the cycle phase T, % for various rates of motion and 
system mass. The graphs are built for a person whose weight is 75 kg and who walks at a speed of 4.5 km/h or 
cycling at a speed of 24 km/h.  

Energy equivalence of the motions 
The criteria of equivalence of the motions can be the rms torque [7] which occurs in a drive: 
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and average rotation frequency between the links 
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Based on the analysis of the motion graphs and approximation of the obtained results, we got basic 
parameters of the motion for various modes (see Table 1). 

Conclusions: 
The analysis of the results allows us to make the following conclusions:  
1. The comparison of the values of the basic locomotion parameters in various modes has given us some 

discrepancies of the highest equivalent torques, average interlinks rotation cycles and equivalent power in the 
joints.  

2. As for energy consumption of the operation modes of an exoskeleton with a weight dummy inside, the 
locomotions (walking, standing up, sitting down, cycling) can be quite equivalent if the parameters are chosen 
in a right way.  

3. The use of such a way of service life tests has the following advantages:  
 a fixed site of the tests of an “exoskeleton-weight dummy” system; there is no need for much space; 

higher security of a fixed system. 
 it is simpler to switch the exoskeleton to the measuring equipment. 
 it is possible to perform the tests in the forced mode. 
 it is possible to perform various loading modes in various time periods including those which are 

critical for an exoskeleton.   
 

 
a)                                                                                 b) 

 
c)                                                                                 d) 

Figure 4 – Rotation frequencies and torques in “stranding up-sitting down” cycle: 
a) rotation frequencies when standing up 
b) rotation frequencies when sitting down 

c) torques when standing up 
d) torques when sitting down 
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a)                                                                                 b) 

 
c)                                                                                 d) 

Figure 5 – Rotation frequencies and torques in locomotions: 
a) rotation frequencies when walking along the straight line at a speed of 4.5 km/h 

b) rotation frequencies when cycling at a speed of 24 km/h 
c) torques when walking along the straight line at a speed of 4.5 km/h 

d) torques when cycling at a speed of 24 km/h 

Table 1. Comparison of various motions according to the chosen criteria 

Type of motion Joint 
Torque 
Мэкв 

Rotation frequency 
nср 

Power  
Рэкв 

in isolation in total 

Nm rpm W 

Walking  

Speed 4.5 km/h, rate 105.3 steps/min, step length  0.7 m,  

power Рoperating 150 W 
hip 30.5 24.24 73.29 

165.68 
knee 25.38 60.54 92.39 

Speed 1.5 km/h, rate 65 steps/min, step length  0.7 m,  

power Рoperating 55.23 W 

hip 30.5 8.08 24.43 
55.23 

knee 25.38 20.18 30.8 

Standing up 
hip 68.52 5.07 103.25 

253.81 
knee 66.24 1.09 150.56 
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Type of motion Joint 
Torque 
Мэкв 

Rotation frequency 
nср 

Power  
Рэкв 

in isolation in total 

Nm rpm W 

Sitting down  
hip 50.24 5.67 37.13 

152.00 
knee 68.79 1.45 114.87 

Cycling  

Speed 24 km/h, rate 105.3 rpm, step 0.684 – 0.712 m, 

power Рoperating 150 W 
hip 24.73 21.74 70.07 

125.43 
knee 20.99 56.43 55.36 

Mode 1 corresponding to walking at 1.5 km/h. Crank rotation frequency  

39.20 rpm, power Рoutput 69 W 

hip 30.55 8.09 86.55 
68.96 

knee 25.93 21.01 68.39 

Mode 2 for standing up-sitting down. Crank rotation frequency 27.5 rpm,  

power Рoutput 129 W 
hip 81.11 5.68 229.77 

128.44 
knee 68.84 14.74 181.56 

 

 it is possible to model short-term overloads including those which occur during equipment misuse, 
control failures, emergency situations, huge overloads (when shifting the weight from one leg to the other, 
load occurred on the foot, etc) with a load coefficient equal to 1.2-1.5.  

4. Based on the all mentioned above it is possible to use an exercise bike for service life tests of an 
exoskeleton. 
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Abstract 
The article deals with the analysis of the existing medical exoskeletons and their systems which provide 

stability. It also considers a solution to the problem of keeping balance while moving without support.  
Keywords: exoskeleton, keeping balance, parallel structures, support tools. 

Nowadays, exoskeletons have become widespread. An exoskeleton (Greek έξω “outer” and σκελετος 
“skeleton”) is a device designed to enhance the force of a person using an outer frame. There are different 
kinds of exoskeletons: industrial or professional used by people to perform activity which involve great 
weights, military to enhance physical abilities of a person (stamina, speed, weight lifting ability), medical 
designed for rehabilitation and social adaptation of people suffering from muscle-skeleton disorders of lower 
extremities.  

According to experts, the number of people who use medical exoskeletons exceeds 60 million including 
disabled people, elderly, children and people who got an injury and are in the process of their recovery [1].  

The government of the Russian Federation has adopted the Strategy for industrial development of 
products aimed at rehabilitation for the period till 2025.  

The development of medical exoskeletons is considered to be an innovative area. Robotic exoskeletons 
can make the everyday life of many musculoskeletal patients better [2]. The use of such exoskeletons for 
lower extremities as ReWalk, Ekso, Indego, ExoAtlet and REMotion allows to make a significant progress in 
the mobilization of people who had spinal cord traumas, strokes and suffer from muscle weakness [3]. Unlike 
exoskeletons designed to facilitate the movements or enhance physical abilities, a medical exoskeleton must 
fully replace human locomotions.  

The rehabilitation is due to the anthropomorphic structures fixed on the legs and body to produce 
locomotions such as walking, sitting down, going up and down the stairs. Medical exoskeletons are required 
to have very precise and reliable nodes and drives which are able to bear the human weight.  

One of the main tasks which the developers face nowadays is to provide stable position of a person while 
moving in an exoskeleton without using extra support tools such as crutches and walking frames.  

Analysis of existing medical exoskeletons 
Honda, a Japanese company, developed a device called WalkingAssistDevice (see Fig. 1) which helps 

people suffering from muscle weakness in lower extremities. The development began in 1999. The device 
weighs 2.5 kg. It is fixed around the waist and with the help of belts draws hip upwards and set the walking 
pace.  

  
Figure 1 – WalkingAssistDevice exoskeleton 

The device has a simple design, small number of drives and simple control system. All this resulted in a 
relatively low cost of the product. WalkingAssistDevice is an exoskeleton which includes hard belt, knee caps 
and bars which a located along the outer part of a hip.  

The disadvantage of this device is that there are no drives in knee joints which minimizes its use for 
rehabilitation purposes.  
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Cyberdyne, a Japanese robotics and technology company, developed an experimentalexoskeleton called 
HAL (HybridAssistiveLimb). So far there have been developed two prototypes: HAL 3 (see Fig. 2) to restore 
leg mobility and HAL 5 used to restore the mobility of arms, legs and body. HAL exoskeletons are used in 
hospitals in Japan, Europe and the USA for rehabilitation of patients suffering from chronic diseases of 
nervous and muscular systems.  

Servomotors are driven by electrical pulses produced by muscles and caught by the fixed on the skin 
electrodes. These pulses go to the built-in computer which analysis the load and triggers necessary 
servomotors of an exoskeleton.  

A standard exoskeleton weighs 15 kg and is fixed to waist and legs. The run time (under the conditions 
of maximum load) is 2.5 hours. Its price is 4 200 US dollars. There is also a model for one leg only. The 
exoskeleton is aimed at enhancing the mobility of a patient. HAL 3 does not provide a vertical position of a 
patient. 

                                    
 Figure 2 – HAL 3 exoskeleton                    Figure 3 – EksoBionics GT exoskeleton 

EksoBionics, an American company, develops and produces smart exoskeletons for various purposes 
including industrial exoskeletons to perform hard work. EksoBionics GT (see Fig. 3) is a medical exoskeleton 
aimed at rehabilitation of patients suffering from muscle-skeleton disorders of lower extremities. It weighs 
21.4 kg and can be used by patients whose weight is up to 100 kg. the price of such an exoskeleton is 100 000 
US dollars.  

Its design allows patients to use crutches and walking frames. One of the features of this exoskeleton is a 
patented weight load, it means that the structure of the exoskeleton is able to bear its own weight and keep 
itself in the vertical position without the load on a patient.  

ParkerHannifin Company, USA, developed a robotic medical exoskeleton called Indego (see fig. 4). The 
weight of the device is only 12 kg. besides, it has a modular design and is easy to be taken apart. The 
exoskeleton has small dimensions, slender profile, and it is not equipped with a heavy backpack with batteries 
and a computer. All this allows a patient to move in a wheelchair wearing the exoskeleton.  

 
Figure 4 – Indego exoskeleton  
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With the help of Indego exoskeleton it is possible to move along different surfaces including ramps and 
stairs. Special software provides smooth work repeating natural human locomotions and providing constant 
control of a body position. Also, Indego is the first wearable device which is equipped with effective and 
tested through practice treatment technology of functional electrical stimulation (FES). This technology 
enhances the muscle strength of patient suffering from paresis, improves the blood flow, prevents the loss of 
bone density and helps to avoid serious muscular atrophy.  

With the help of Indego it is possible to stand up from the wheel chair and make some steps without help. 
The exoskeleton provides full support and helps to keep upright position of people who have a minimum 
control of their leg muscles. Patient who cannot walk at all can use crutches while moving in an exoskeleton. 
However, the price of the device is very high and reaches 80 thousand US dollars.  

An American company of robotic and technology, SuitX, developed an exoskeleton called Phoenix (see 
Fig. 5). It is also designed for people suffering from muscle-skeleton disorders of lower extremities. 

Phoenix exoskeleton consists of a hip joint module, two knee joints modules and leg modules. Patients 
are free to choose a module depending on their individual features. Besides, patients can put on and take off 
each component without help. Each component can be easily adjusted depending on different user parameters.  

The exoskeleton weighs 7 kg and is considered to be the lightest exoskeleton in the world. Its price is 
about 40 thousand US dollars.  

                                
  Figure 5 – Phoenix exoskeleton    Figure 6 – ReWalk 6.0 exoskeleton 

Israel company ReWalkRobotics Ltd developed an exoskeleton called ReWalk (see. Fig. 6) which helps 
patients suffering from paralysis stand, walk and move up and down the stairs. The system is driven by a 
battery which is in a backpack. The weight of an exoskeleton is 23.3 kg, including the battery which weighs 
about 2.3 kg. The run time is three hours of continuous work. The exoskeleton allows to walk at a speed of up 
to 2.6 km/h. It is controlled by a remote device which looks like a watch. It is worn on the wrist and 
recognizes the movements of a patient. The system has three operation modes: walking, sitting, standing.  

The price of the ReWalk 6.0 is about 77 thousand US dollars. The exoskeleton was subjected to clinical 
tests in a rehabilitation centre called MossRehab in Philadelphia, the USA. ReWalk was approved for the use 
in US hospitals by the US Food and Drug Administration (FDA) in 2011 [5]. In June 2014 the exoskeleton 
was approved by the FDA to be used at home and public places [6]. 

REX Bionix company from New Zealand created an exoskeleton called REX P (see Fig. 7) for patients 
suffering from the paralysis of lower extremities. The exoskeleton is able to stand up on its own, move along 
different surfaces, turn, and go up and down the stairs if the height of the footsteps does not exceed 18 cm 
without extra support tools. The power system can feed the exoskeleton for an hour. The control is done via a 
joystick or a tablet.  
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Figure 7 – REX P exoskeleton 

The exoskeleton weighs 38 kg. Big weight of the device and its high price (about 150 thousand USD) 
makes it unaffordable for a large number of people [7]. 

ExoAtlet, a Russian company, in cooperation with Moscow State University and with the support of 
“Skolkovo” developed an exoskeleton for rehabilitation of unable to move patients. It is called ExoAtlet (see 
fig. 8). So far the exoskeleton has been testes and is available on the market. Its price is over 3.6 million rubles 
(57 thousand USD). 

With the help of ExoAtlet patients get an opportunity to stand up, sit down, walk, go up and down the 
stairs on their own. The frame with sensors is fixed to the lower and upper parts of legs. A computerized 
control system and a battery, which can run for 6-8 hours in the motion mode, are placed behind. The whole 
device weighs about 20 kg. The speed of motion is 1 km/h. The balance when making a step as well as the 
control of the device is done with the help of crutches. The control buttons are on the crutch handles. The 
exoskeleton has an extra option which is muscle stimulation with the help of electric pulses synchronized with 
the motion of the exoskeleton [8].  

                                                 
  Figure 8 – ExoAtlet exoskeleton  Figure 9 – REMotion exoskeleton 

Since 2016 the researchers from Mechatronic systems laboratory, Volga state university of technology 
(Yoshkar-Ola), together with Volzhsky Electromechanical plant have been developing a medical exoskeleton 
called REMotion (see Fig. 9). The exoskeleton performs a very important task in rehabilitation of patients 
suffering from muscle-skeleton disorders of lower extremities. There have been developed four models of an 
exoskeleton: a basic model for rehabilitation of adults weighing up to 100 kg, a basic model with 
electromyography sensors, a basic model with electromyography sensors and functional electrical stimulation 
of muscles, and also a model for children [9].  
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 The speed of motion is up to 2.8 km/h. REMotion exoskeleton has such features as fully modular 
structure, electromyography sensors and functional electrical stimulation of muscles, ability to create any 
walking algorithms.  

The literature review shows that the task to provide balance stability while moving of a patient in an 
exoskeleton has not been fully solved and requires further research.  

The aim of the present work is to develop and analyze an effective way to solve the task which would 
provide unassisted stability of an exoskeleton while performing locomotions.  

Existing solutions to provide stability of an exoskeleton  
The simplest solution for this problem is the use of extra support tools by a patient. Those include 

crutches, walking frames which a patient uses as a support while walking.  
When using crutches (see Fig. 10) the task of balance support can be considered as a simple one. The 

support area expands significantly and it leads to a better balance. However, for locomotor patients it is 
difficult to choose a more stable position for a crutch. This causes a problem with balance support while using 
crutches. 

The use of a walking frame (see Fig. 11) provides a better balance of a patient while moving in an 
exoskeleton. However, this system also has some drawbacks. For instance, when going up and down the stairs 
or along the rough surface, the walking frame cannot provide any stable support [10]. 

                 
Figure 10 – Patient moving in an exoskeleton  Figure 11 – Patient moving in an exoskeleton  
  with the help of crutches    with the help of walking frame 

These ways provide a good mobility for a patient but are not ideal solutions of the problem. When using 
extra support tools, the speed of walking drops. Moreover, a patient uses arms and shoulders to move the tools 
and keep the balance; it means he must be physically fit. Furthermore, even the use of crutches and walking 
frames means that a patient moving in an exoskeleton must have enough experience to keep balance. While 
training the assistance of a doctor or a physician is obligatory to stabilize the patient’s position and providing 
some security means in case of emergency. They are also necessary to set the control commands in the 
exoskeleton control system. Those factors result in fatigue of a patient and his assistant.  

Exoskeleton with parallel structures 
There has been offered a new method to provide stability of a user while moving in an exoskeleton. It 

excludes the use of extra support tools such as crutches, walking frames, etc. 

Design and mode of operation    
Described technical result is achieved by the fact that an exoskeleton has extra right and left support 

devices which shift forward one-by-one when making a step in an exoskeleton. Each of these devices consists 
of two links connected with each other. The first link has an angular rotation gear in its base which is fixed on 
the exoskeleton on the hip joint level. The second link is located on the same level as a knee joint and has in 
its base a linear or angular rotation drive.  
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Figure 12– Diagram shows an exoskeleton with parallel structure: a) with an angular rotation drive in the base 

of the second segment; b) with a linear rotation drive in the base of the second segment  

The shown method (see Fig. 12) includes an exoskeleton 1, which contains legs 2 and support devices 3. 
The support devices consist of the first link 4, second link 5 with angular rotation drives 6 and linear rotation 
drives 7 in the base.  

An exoskeleton with a parallel structure operates in the following mode. When the exoskeleton makes 
the first step, support device 3 fixed on the left side of the hip joint moves at the same time too. The same 
motion is performed by the support device fixed on the right leg when making the left step. With the help of 
angular rotation drive 6 placed in the base of the first link 4, exoskeleton leg 2 performs a synchronous 
angular movement of the support device 3.  With the help of angular rotation drive 6 or linear drive 7 placed 
in the base of the second link 5, support device 3 presses the surface.  

 
Figure 13 – Motion algorithm for an exoskeleton with parallel structure  

The described motion algorithm of an exoskeleton with parallel structure (see Fig. 13) illustrates that the 
system has two support points as minimum when moving a leg while making a step and four support points 
during the pause before making the next step.  

Kinematic analysis and explanation of energy efficiency of support devices  
It is possible to provide a motion method for support devices if on the support part of the path, the drive 1 

is locked (see Fig. 14). In this case the motion looks like a rolling of a polygon along the hard surface. The 
energy consumption is defined by the work required to lift the system when making each step [11].   
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Figure 14 – Kinematic diagrams of support devices;  

1 and 2 – actuation mechanism of a drive  

In case if there are angular rotation drives used as actuation mechanisms (see Fig. 14), energy 
consumption depending on the pushing stage has a more complex equation:   
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The gait coefficient is defined by the equation: 
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where ௭ܲ is a normal reaction of a support;ݖ is the number of supports; G is the weight of the system. 
Energy consumption if there is one linear drive in the base of the actuation mechanism (see Fig. 14b) has 

the same physical meaning and can be expressed by the equation: 
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Such pushing path can be considered as energy efficient because potential energy of mass centre lifting 
converts into kinematic energy of translator motion of the support devices.  

How to prevent turning over of the “human-exoskeleton” system  
When using an exoskeleton there can occur emergency situations when the “human-exoskeleton” system 

loses its balance, for example, when there is some rough surface or obstacles. The described method can help 
prevent falling by putting forward both support devices at the same time in saggital plane in the turning-over 
direction. After that they push it back to restore the balance (see Fig. 15). 
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Figure 15 – Prevention of turning over of the “human-exoskeleton” system with the help of support devices  

The advantages of an exoskeleton with parallel structures  
The describes parallel structure of an exoskeleton has some advantages compared with the classical 

approaches used to solve the set task: it improves the balance of an exoskeleton; it eliminates the use of extra 
support tools when a patient moves in an exoskeleton; it makes the motion of a patient safer as it uses the 
support devices to prevent turning over; it reduces the pressure on the basic drives of an exoskeleton due to 
the pushing path of the support devices; it reduces the load on the patient and medical assistant.   
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Abstract 
The interpretation of visual information obtained through various modalities is a reflection of properties 

of the pathology analyzed by the doctor. From the point of oncological view, this is not only reflection of the 
phenotypic characteristics of the tumor, but also a certain system of the disease staging, and predicting  of the 
disease, as well as planning a particular treatment tactics. Standardization of data interpreted by a doctor and 
their transformation into a quantitative format are necessary for reducing subjectivity in making decisions. 
The main idea of Radiomics is extraction quantitative features from diagnostic images, which can then be 
supplemented by other information, including anamnestic and clinical data of patients. Most of technologies 
of the artificial intelligence systems development in medicine are directly related by this approach. The article 
reflects the concept of radiomics in the development of CAD system of diagnostics of lung cancer, which are 
a new feature extraction of peripheral carcinomas, not previously used. The article also reflects the role of a 
radiomics in the transformation of radiology. All this contributes not only for the technical development of 
diagnostics in general, but also for a new approach of the organizational and educational process. 
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Radiomics: current state  
The concept of Radiomics involves technologies and methods of converting the digital medical images in 

quantitative data for establishing of viewing biomarkers. The main idea of radiomics is that some features of 
visualization can be useful for predicting the course of diseases [1]. Before the description of the issue of 
radiomics we would like to describe the it’s prototypes. In oncology, as in most other medical specialties, the 
information generated by radiation modalities, is usually limited to the visual interpretation of the phenotypic 
characteristics of the tumor such as shape, size, contours, structure, the contrast enchacement, etc., in a word   
assessment of tumor characteristics and properties [2]. The role of radiation imaging methods is due to the fact 
that more than 90% of patients with cancer are evaluated by these methods [3]. Image techniques such as 
ultrasound diagnostic (USD), computed tomography (CT), magnetic resonance imaging (MRI) shows the 
anatomical changes in organs and systems. Another group of image methods, such as functional MRI, positron 
emission tomography (PET) and single-photon emission computed tomography (SPECT), as well as hybrid 
methods (PET-CT, PET-MRI) are used to assess the metabolic activity of the tumor [4, 5]. 

The traditional activities of the radiologist are the choice of scanning Protocol, image acquisition control,  
making radiological reports [6]. Image phenotypes are often separated according to specific classifications, 
which helps to separate patients into subgroups or subpopulations for treatment selection or prognosis 
evaluation. Thus RADS criteria developed by the American x-ray society, are accepted for tumor evaluation 
systems, they include some standardized categories for characterizing the probability of tumor malignancy: 
TI-RADS for the evaluation of thyroid tumors [7], BI-RADS – for the characterization and description of 
formations in the breast [8], PI-RADS similarly for the diagnosis of prostate cancer [9], LI-RADS for the 
evaluation of hepatocellular cancer [10]. Lung-RDS is a system of standardized description of lung nodules in 
the CT, used in screening, it is also applicable for the description of lung nodules in first examined patient. It 
is a fact that 8 – 51% of patients from the high-risk group for lung cancer have at least one focus in the lung 
[11, 12], and 95% of them are usually benign [13,14]. Clear criteria of the malignancy characteristics 
determine the follow up or the decision about the operation. So RADS-criteria are prototypes of radiomics in 
aspect of transformation visual features into quantitative ones which can be used in making decisions. Another 
prototype of radiomics is size coefficient proposed by Japanese scientists in 2003 which is the ratio of the 
axial maximum size to the maximum vertical size of the object. The large value of this parameter indicates 
that the formation is flat and benign [15, 16, 17]. That is, attempts to formalize the data of radiation studies 
and convert them into a quantitative format were made before the beginning of active development of mashine 
learning in medicine. This is necessary to reduce the subjectivity in the interpretation of the pathology by the 
doctor. Technologies of the development of AI systems in medicine involve solving some tasks related to the 
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extraction of quantitative features from diagnostic images, which can then be supplemented by other data, 
including anamnestic and clinical information of patients. This is the paradigm of radiomics [2]. It means that 
the radiologist chooses most significant signs for making decision, which can be rendered quantitatively.  
Thus, radiologist can improve his skills by choosing radiomical criteria of the pathology for feature 
engineering by data-scientist. Therefore, the radiologist becomes the participant of CAD development for it’s 
quality improvement [6]. 

In the paper [18] quantitative image characteristics relating to the size/shape, a volume histogram of the 
intensity (function of the first order); the functions of texture functions (second order) and the function 
transformation analysis presents as a radiomical features in the CAD of prostate cancer. 

In some cases, the scan parameters can be different, however, the quantitative expression of features in 
radiomical analysis can standardize and average the information obtained, improve the quality of the 
developed CAD through the unification of classification algorithms [19]. 

Thus, radiomics is not only the method of creating CAD. In our opinion the selection of significant signs 
for CSD development may be limited without the participation of a doctor with his clinical and radiological 
knowledge. As a result, the quality of the developed system will not be satisfactory. This aspect leads to the 
creating and development of the new methodology in the extraction of diagnostic criteria of diseases for the 
effective using of AI in medicine.  

Multidisciplinary collaboration in the development of CAD Doctor AIzimov 
Currently, most of the developed CAD are based on the principle of data processing without taking into 

account clinical and radiological classifications adopted in medicine. But in this case, even with a good result, 
there is no acceptance of AI ideology by the medical community because of it’s conservatism. Therefore, the 
approach of the AI algorithm to the "logic of the doctor" has the greatest prospects for its development and 
implementation in practice. In the development of CAD radiologist needs additional skills and basic 
knowledge of machine learning in contrast to traditional activities. So, activities of radiologist become close to 
data-scientist, and he becomes the main person in the interaction of “AI-doctor”.  

CAD Doctor AIzimov was developed by laboratory of neural network technologies and artificial 
intelligence as a part of collaboration between Saint-Petersburg clinical research center of specialized types of 
medical care (oncological) and Saint-Petersburg Peter the Great Polytechnic university. This laboratory 
integrates activities of data-scientists of Polytechnic university and radiologists of oncocenter. Main steps and 
the part of radiologist in development CAD system are described below:  

1) Data collection. The data must be homogeneous for processing. In the developed system, CT-scans 
with a slice thickness of not more than 2.5 cm were included in the database. Despite the fact that contrast 
enhancement was not the inclusion criterion, most studies were performed with contrast infusion (in the 
arterial phase). The heterogeneity of the data can lead to errors in classification. 

2) Analysis and preliminary conclusion. The traditional function of radiologist was expanded – after 
making radiological protocol data was saved on the hospital server and special registry pending the 
morphology results for creating the dataset.  

3) Control of morphological confirmation. To minimize inaccuracies, all cases used in the database were 
morphologically verified. If surgical treatment was absent, confirmation of the disease was based on clinical, 
laboratory or other data (for example, with dynamic observation, the lack of growth of the nodulus for 6 
months indicates benign nodulus). After confirmation, the data were entered into the database and the register 
of confirmed cases.  

4) Marking of data. The marking can be made by different approaches in different radiological 
modalities. It depend on the task. As an example the marking of pathological objects was made with special 
made software MAIA (Medical Artificial Intelligence Assistant).  It is characterized by the use of multiplanar 
reconstructions of CT series, allowing to outline the pathology 2-10 times faster (depending on the size of the 
nodule) [21]. The figure 1 shows the example of outlining of lung nodules with MAIA software. It is realized 
in Python language. The graphical shell is implemented using the PyQT library, as well as standard image 
processing tools. To process images of computed tomography pydicom module was used, for three-
dimensional visualization of the program – VTK (visual tool kit). 
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Figure 1 – A screenshot of the program, delineation of pathology in the lung using multi-planar 

reconstructions of a series of CT scans of MAIA (Medical Artificial Intelligence Assistant) 

5) Feature selection. In accordance with the principles of interpretation of the pathology by the 
radiologist main signs of lung cancer were chosen for machine learning. They are the shape of the object, the 
internal structure of the node, the external structure (perifocal lung tissue). It is a fact that malignant tumors 
are more characterized by a form approaching the spherical, fuzzy, uneven contours, spicules caused by local 
lymphangitis, as well as an inhomogeneous structure associated with central necrosis. And vice versa 
pathognomonic signs for benign tumors are smooth clear contours and the calcium in the structure. After 
feature selection by the radiologist next step is feature extraction and feature engineering for machine 
learning. The main idea of multidisciplinary approach is in a constant collaboration between the data-scientist 
and the radiologist for feature selection and feature extraction correction.  

6) The development of the dataset. 

New approaches for the feature representation in the implementation of CAD Doctor AIzimov 
As said above the “doctor’s logic” in interpretation of chest CT of the patient with lung cancer is based 

on such phenotypical signs as a shape, margins and structure of the nodule and the structure of perifocal lung 
tissue. For the feature representation according to the shape criteria we used the method of cords [20]. The 
idea of this approach is in the construction of a set of segments (chords) which connect random points on the 
surface of the object. The lengths of the chords are normalized by the longest of them and a histogram of the 
lengths of the chords is constructed. The histogram is invariant to the size of the tumor, its movement or 
rotation, as well as stable to noise and small distortions. Therefore, it is a new representation of signs of a 
smaller dimension of the tumor for further classification (Fig.2). The number of chords and the size of the 
histogram are adjustable parameters of the classification system. 

 
Figure 2 – The model of the nodule with a chords and the histogram of lengths of  

chord which is characterized the shape of the object 

To confirm and clarify the form feature, we used following method: a virtual cube was built around the 
object, the size of one was greater than the maximum size of the tumor. Next, the chords connecting the 
surfaces of the cube and the points on the surface of the tumor were constructed, as shown in figure 3. These 
chords are perpendicular to the faces of the cube. 
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Figure 3 – The model of the nodule with virtual cube and chords which connect faces of the cube and  

the surface of the object, and the histogram of external chords.  

Thus, the first and second histograms are characterize the surface of the tumor. 
The histogram of densities is a new representation of features by the criterion of the internal structure of 

the object. To express this feature on each chord randomly selected points, which are determined by the 
density to build a histogram of densities. Example of neoplasm and corresponding histogram of densities are 
shown in Fig. 4. 

 
Figure 4 – The model of the node with points for measuring densities on the chords and  

the histogram of densities which characterize the internal structure of the object 

Despite the fact that the third histogram characterizes the internal structure of the tumor, it reflects some 
average values of densities without taking into account their changes. The internal structure of the tumor is 
usually not homogeneous, it is characterized by the central zone of necrosis, and therefore, there is a central-
peripheral gradient of the density of formation. To represent the characteristic of the central-peripheral density 
gradient, we propose to use a histogram which characterizes the change in density from the center of the tumor 
to its surface. To build this histogram, the approximate center of the tumor is determined and spheres with an 
increasing radius from the center of the tumor are built. The last sphere covers the most distant points of the 
tumor. Radii from the center to the surface are randomly constructed and density values are determined at the 
points of intersection of radii with spheres. The differences between the densities at the neighboring points of 
each radius (for neighboring spheres) are the basis for the histogram. Thus, the histogram contains the 
distribution of density differences, as shown in Fig. 5. 

 
Figure 5 – The model of the node and the distribution of densities in accordance with the  

central-peripheral gradient, histogram which reflect the difference of densities 
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In some cases, the perifocal lung tissue characterizes the one or the other disease. As an example, 
bronchogenic perifocal lesions are characterize the tuberculosis, radial spicules which are demonstrate the 
local lymphangitis are lung cancer signs, in a benign tumor case the perifocal lung tissue stay normal. For the 
represent features which characterize perifocal lung tissue we used histogram of external densities based on 
the model depicted in Fig.2. This is a histogram of densities on the outer chords (Fig. 6). Objects between the 
virtual cube and the node can affect the change in the histogram. 

 
Figure 6 – A model of nodal formation enclosed in a virtual cube with constructed external chords  

and points for measuring of densities, and a histogram of external densities which is a  
representation of the external environment of the tumor (perifocal lung tissue) 

Thus, we reduce the dimension of analyzed data by representing the features in the form of five 
histograms.  This approach has some advantages: histograms fully reflect the main signs of lung cancer, which 
are analyzed by the doctor. They can be interpreted for explaining the classification results. Using the feature 
selection procedure, can determine which features are more significant (densities, and their gradients, size, 
form etc.), it can show how each of them affects the classification results of a particular tumor, which 
combinations of features have the greatest impact on the results.  In addition, simple classifiers other than 
deep neural networks, such as random forest, support vector method, AdaBoost, etc., can be used to classify 
histograms due to their small dimension. 

The ideology of creating of the database 
The process of database making is also the result of interaction between the doctor and the data-scientist. 

The role of the radiologist is to create the ideology of the dataset architecture, the collection of confirmed 
material, the data-scientist makes a structure, software, forms learning and testing subsets for machine 
learning. In the project Doctor Azimov we used as open databases LIDC-IDRI, LUNA-16, and our own 
replenished database LIRA (Lung Image Resource Annotated). The analysis of public data sets showed that 
the morphological verification of diseases will minimize false positive results. LIRA includes more than 450 
fully anonymized chest CT studies with a slice thickness of no more than 2.5 mm. RadiAnt DICOM Viewer 
have been chosen for the preparation of the dataset. Archiving of the prepared data was carried out on the 
server of the oncological center before the morphological diagnosis. Then data was anonymized with 
DicomCleaner™, that is the identification of CT-scans was changed by rename them with special code in 
according with internal hospital register. One more peculiarity of LIRA is it’s structure – dataset is separated 
in subsets in according with the type of morphologically confirmed lung pathology. The 3 years trial of lung 
cancer visualization showed that not all cases have clear pathognomonic signs. It is about 9% cases which are 
difficult to recognize because of the similarity of their CT-portrait with other diseases. So we decided to 
separate our dataset into 3 subsets: “typical lung cancer” – is the subset of cases which were interpreted as a 
cancer by 3 radioligists and were morphologically confirmed as a cancer as well; “not typical lung cancer” – 
the subset of cases which are similar with other diseases on CT scans, were interpreted as “not cancer” at least 
by 1 from 3 radiologists  and morphologically identified as lung cancer; “not lung cancer” – subset of cases 
which are not lung cancer by morphology. 

Due to the necessity and relevance improvement of the machine learning algorithm to differential 
diagnosis of lung cancer, the LIRA data were supplemented with the marking of each case in accordance with 
the international classification of diseases (ICD). The improved LIRA2019 database includes 300 cases of 
lung cancer, 60 cases without pathology of the pulmonary system and 92 cases with other diseases which are 
similar to lung cancer - from inflammatory changes and benign tumors to metastases of other localization 
tumors. There are 70 cases in data base LIRA which are not morphologically verified. That CT of patients 
who refused surgery or biopsy was impossible due to contraindications. That data was included in the training 
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sample after conclusion of 3 radiologists with the mark “not confirmed”. In order to take into account 
unverified data, we apply an approach which is based on the fact that the weight of each feature vector 
representing training instance in the loss function is replaced with a new weight. In particular, if the 
corresponding instance is from the a verified part of the training set, then its weight becomes equal to 

w1 = 1 / (N [1-p + qp]), 

where w is the replaced weight, N is the number of cases in the training set, р is the fraction of the unverified 
cases, q is the probability of the doctor’s correct decisions. 

If the instance is unverified, then its weight becomes equal to 

w2 = q / (N [1-p + qp]). 

To calculate q, we analyzed the dataset analysis results provided by five independent radiologists who 
evaluated a part of the verified sample in accordance with the criterion “cancer” / “not cancer”. 

Thus, in conclusion: multidisciplinary collaboration results in the new quality of developing CADs. In 
one hand – increasing of functional tasks of radiologist make machine learning algorithms be closer to 
doctor’s logic that is, it allows to develop an explainable AI system. An explainability of  AI system is an 
important condition for using it in medical practice. In other hand this approach take developer the ability to 
make CAD on the base of clinical and radiological classifications. Besides this way makes radiologist to 
improve his professional level and skills, because the control of morphological verification and data collection 
enhance the feedback between the final diagnosis and preliminary conclusion. Implementation of an extended 
set of tasks of radiologist is possible only when he has basic machine learning and AI knowledge. 
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Abstract 
Currently, technologically advanced countries are conducting intensive research in the development of 

new types of sensors, especially for robotics. Fiber-optic sensors (FOS) with the closed optical channel with 
insensitive to electromagnetic pickups, operating from cryogenic (minus 200 ºС) to high temperatures (+400 
ºС) and in a principally explosion-proof design are of particular interest [1-6]. 

Samara University has developed theory and made a report that discussed the features of the 
implementation of Tactile Force (FOS-TF) and the angular position (FOS-AP) of phalange grips of an 
anthropomorphic robot based on optical fiber macro bends [6-10]. 

Experimental studies of Tactile Force FOS prototypes and the angular position of the phalanges of the 
grips prototypes were carried out (with the participation of "Android Technique", Moscow) and the following 
characteristics were achieved [10]: 

 controlled tactile force is not less than 0 ... 10 N; 
 controlled angular positions of phalanges are 0 ... 60 degrees; 
 the basic error of tactile force control is not worse than 1.0%; 
 the main error in the control of the angular position is not worse than 0.5%; 
 size of the contact patch of tactile force is at least 3x3 mm; 
  resolution of the electronic transceiver is at least 10 bits; 
 operating temperature is from minus 80 to plus 80 °C; 
 relative air humidity is up to 100%; 
 supply voltage of an electronic transceiver is 22-32 V, 0.1 A. 
Keywords: anthropomorphic robot grip, fiber optic tactile force sensor, fiber optic angle position sensor, 

electronic transceiver, mathematical model, experimental studies. 
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Introduction 
Modern systems for collecting and transmitting of measurement and control information based on fiber-

optic sensors are the most rational elements for receiving and transmitting due to their high resistance to 
electromagnetic interference, destructive factors (chemical, radiation, temperature, etc.). They also provide the 
possibility of ultrafast transfer of measurement results and control commands. According to numerous 
estimates [1-6] in the next 10-15 years, such FOSs will cover 80 ... 90% of the robotics needs, and will also be 
actively introduced in such areas as nuclear power, hazardous chemical and oil, and gas processing industries, 
aerospace instrumentation, etc. 

In this paper, we present the results of the development and research of sensitive elements (SE) of FOS-
TF and FOS-AP, realized on the effect of changing optical losses in an optical fiber during its macrobending. 

Sensors of tactile force based on macro bending losses in optical fiber 
The following options for the implementation of SE FOS-TF, differing in ways to ensure the necessary 

values of tactile force (the highest measured tactile force 10N) were considered [7, 10]: 
 FOS-TF with a flat curved spring; 
 FOS-TF with a flat straight spring; 
 FOS-TF with a helical spring. 
SE FOS-TF with a flat spring was designed in two versions - with a flat curved spring (along the radius) 

and flat straight spring. The modeling and calculation of the elastic element were carried out in the finite-
element software package ANSYS-14. The first variant of the SE, by the means of spring bend, made it 
possible to form a compact space for the stroke of the pusher due to the deformation of the spring. As a result, 
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the geometrical dimensions, in particular, the height, the sensitive element were significantly decreased. 
However, this design has its own disadvantages that were emerged from the test results. Figures 1 a) and b) 
show the layout of the structures, for the sensitive element of the tactile force sensor with a flat straight and 
curved springs, respectively. 

 
a)                                                  b) 

Figure 1 – Layout scheme of the SE FOS-TF with a flat straight and curved springs 

Experimental studies have shown that SE with straight and curved springs have low initial sensitivity and 
begin to work with a force of 4-5N, which can be explained by the lack of initial bending of the optical fiber. 

An increase of FOS-TF sensitivity in the initial part of the conversion function is possible by creating a 
cantilever loop, the top of which will be fixed in the pusher. During assembling of such sensitive elements, it 
was noticed that the fiber during bending, under the action of internal elastic forces, rotates around its axis at a 
certain angle. At the same time, even a small influence on a similar element, a significant change in the optical 
signal was caused. It was decided to "artificially" create an additional loop slope at an angle of 30-45°. To do 
this, a variant of the SE in which grooves for the optical fiber laid at the required angle, while preserving the 
bending of the fiber with a radius of 5-6 mm was designed. The scheme of creating an optical fiber bend at an 
angle is shown in Figure 2. 

 
Figure 2 – Diagram of creating an optical fiber bend at an angle 

The test results of the SE with a fiber angle of 30 ° and 45 ° showed that their conversion functions 
(Figure 3) are almost identical. From the obtained results, we can conclude that a prototype SE of FOS-TF 
with flat curved spring and an optical fiber inclined at an angle of 45 ° is the most acceptable for use. 

SE FOS-TF with a helical (spiral) cylindrical spring is characterized by a significantly increased vertical 
size (more than 2.5 times) and therefore is not considered further. 

Angular position sensor based on macro bending loss in optical fiber 
A sketch of the mounting of SE FOS-AP on the grip phalanges is shown in Figure 4. Here the design of 

the SE FOS-AP is made in the form of loops of optical fiber with a radius of 5-7 mm, formed around the axis 
of the grip rotation. SE FOS-AP components include special supports of optical fiber with fixation 1 and free 
stroke optical fibers 2. 

The installation of the FOS-AP unit on the third rotary gripping unit is shown in Figure 5. The test results 
of the SE of the FOS-AP unit are shown in Figure 6. As can be seen from the experimental results, the 
characteristic of the transfer function of the sensitive element has three areas of uncertainty (angles 20, 30 and 
45 degrees). This picture can be explained by the fact that the fiber, under the action of internal elastic forces 
from its deformation, begins to additionally change its curvature at the attachment points in the fixed supports. 
This leads to a redistribution of the mode content of the optical radiation and to a corresponding change in the 
optical signal. 
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Figure 3 – Conversion function for the SE FOS-AP with a fiber tilt angle of 30° (1) and 45° (2) 

 
Figure 4 – Sketch of mounting SE FOS-AP on the phalange of capture 

One of the options for eliminating this effect is considered and implemented as an application for the 
invention of the “Fiber optic sensor of the rotation angle”. Here, the SE and the measuring system of the 
rotation angle of the phalanges of the robot’s finger grip consist of an electronic transceiver, fiber-optic SE 
and fiber-optic communication lines connecting the SE with an electronic transceiver. In this case, the 
sensitive element is made in the form of two optical fiber segments rolled into rings of different radius. 
Moreover, the ends of the rings are fixed on the phalanges of the fingers, and the rings are arranged in such a 
way that the radii of the rings increase / decrease synchronously with the angular rotation of the phalange. 
During operation, the electronic transceiver measures the optical signals of both rings of the optical fiber SE. 
According to values of these signals, the only result of measuring counts when a segment of the optical fiber 
(ring) has the conversion function which does not have ambiguity in this area of characteristics. 

In some variants of the gripper designs, there is no possibility of using fiber-optic sensing elements in the 
form of full rings due to their relatively large dimensions. In such grips, ring-shaped segments of optical fibers 
can be made in the form of half-rings. This will eliminate at the same time a possible change in the position of 
the plane of the ring that occurs during its bending. 
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Figure 5 – Scheme of installation of the SE FOS-AP on the third rotary gripping unit 

 
Figure 6 – Conversion function for SE FOS-AP 

Both presented options can be used as sensors of the angle of rotation for phalanges of anthropomorphic 
grippers. However, with further development of the sensitive elements variants, one design variant was 
revealed. This variant uses the same physical principle, but differs in smaller dimensions, with the absence of 
the need for preliminary tuning, the absence of ambiguity zones and greater stability of the characteristics 
during operation. This embodiment was created during the rotation of the phalange and has an artificial 
preload of the optical fiber. Since at the same time, when the phalange is rotated, a change in the length of the 
optical fiber occurs, the use of rigid fixation, in this case, is impossible. Figure 7 shows the graph of the 
conversion function of the SE of FOS-AP on macro bends, that has no sections of the ambiguity of the 
conversion function. 

Analysis of the mutual influence of the phalange grip rotation on the neighboring SE FOS-AP 
Figures 8 a) ... 8 d) show the location of the SE FOS-AP installed in the grips of the anthropomorphic 

robot finger phalange. Here 1-3 are phalanges of the fingers; 4 - an element of the forearm; 5, 6, 7 - sensitive 
elements of FOS-AP installed in phalange 1, 2, 3, respectively; 8, 9, 10 - the position of the same SE when 
bending the phalanges. From figure 8 it can be seen that only the rotation of phalange 3 influences SE 7, the 
turns of phalanges 1, 2 do not affect it. SE 6 is affected by the rotation of the phalange 3 and the phalange 2, 
the rotation of the phalange 1 does not affect it. SE 5 is affected by the turns of all three phalanges. 
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It is also seen from Fig. 8 that the bending radii of the sensitive optical fiber are significantly different in 
the places where the SE is installed and in “transit” places, where the optical fiber passes through the other 
phalanges. The bending radii of the “transit” optical fiber are significantly greater than the bending radii of the 
optical fiber of SE. 

 
Figure 7 – The conversion function of  SE FOS-AP on a macro bend 

Figure 9 shows the experimental characterization of the SE transfer function as a function of the bend 
radius of the optical fiber: curve a) is the transfer coefficient expressed in dB; curve b) is the transfer 
coefficient, expressed in relative units. As can be seen from the figure, the dependence of the transformation 
function, expressed in relative units, is almost linear, which makes it possible to approximate it with a linear 
function. 

Figure 10 shows the dependence of the SE transformation function on the initial bending diameter of the 
optical fiber. This dependence is well approximated by a second-degree polynomial. 

Figure 11 a) shows a diagram of the change in the bend radius of optical fiber from the angle of rotation 
of the phalange. The value of the bending radius of an optical fiber can be determined from the expression: 

ܴሺ߮ሻ ൎ
గ

గାఝ
ܴ  (1) 

where ܴሺ߮ሻ, ܴ – are the current and initial bending radii of the optical fiber, respectively; ߮ – is the angle of 
rotation; ߨ ൌ 3,14156. 

The radius of the initial bending is determined by the fixing features of the optical fiber in the phalanges 
and for the case shown in Figure 11 a) is determined from the expression: 

ܴ ൎ
ு

ସ
  (2) 

where Н – the distance between optical fiber supports. In particular, when ܪ ൌ 40	݉݉, ܴ ൌ 10	݉݉,߮ ൌ
.݀ܽݎ	1,047 ሺ60	݀݁݃. ሻ we will get ܴሺ߮ሻ ൌ 7,5	݉݉, which corresponds to the diameter	ܦሺ߮ሻ ൌ 15	݉݉.  

In accordance with the graph in Figure 11, the SE transmission coefficient changes by 1.3 times. 
For the optical fiber passing through the phalange in "transit", when 

ܪ ൌ 40	݉݉, ߮ ൌ .݀ܽݎ	1,047 ሺ60		݀݁݃. ሻ we get ܴሺ߮ሻ ൌ 38,2	݉݉.. In accordance with the graph in 
Figure 11, the SE transformation function changes by only 0.5%. 
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Figure 8 – Location and effect of the phalange rotation on SE FOS-AP 

 
a)                                                              b) 

Figure 9 – Experimental dependence of the transfer function of SE FOS-AP from the angle  
of rotation of the phalange 
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Figure 10 – Experimental dependence of the transfer function of SE FOS-AP from the initial diameter  

of the bend of the optical fiber 

                                 
a)                                                          b) 

Figure 11 – Change of the bend radius of the optical fiber from the angle of rotation of the phalange 

In light of the above, optical signals ܻሺ߮ହሻ, ܻሺ߮ሻ, ܻሺ߮ሻ SE of phalanges 1, 2, 3 can be written in the 
form: 

	ܻሺ߮ହሻ ൌ ܽହ߮ହሺ1 െ ܾ߮ሻሺ1 െ ܾ߮ሻ 

ܻሺ߮ሻ ൌ ܽ߮ሺ1 െ ܾ߮ሻ  (3) 

	ܻሺ߮ሻ ൌ ܽ߮	 

where: ߮ହ, ߮, ߮ – are current angles of rotation of the corresponding phalanges 1, 2, 3; ܽହ, ܽ, ܽ – are SE 
sensitivity of the corresponding phalanges to bending; ܾ, ܾ – influence on the transformation function 
(sensitivity) of bending of nearby phalanges. 

With this: 

߮ହ ൌ ∆߮ହ  ߮ହ
Н  (4) 

߮ ൌ ∆߮  ߮
Н 

߮ ൌ ∆߮  ߮
Н 

where ߮ହ
Н, ߮

Н, ߮
Н – are the angles of SE initial installation; ∆߮ହ , ∆	߮ , ∆	߮  - the amount of deviation of the 

corresponding angle from the initial setting during phalanges bending. 
In accordance with expressions (3-4), the method of compensating for the influence of the rotation of the 

nearby phalanges on the signals of the SE FOS-AP signals can be the following: 
1) measure the value of the third phalange signal ܻሺ߮ሻ; 
2) from the expressions (3-4) determine the phalange 3 angle of rotation the value: 
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	∆߮ ൌ
ሺఝళሻ

ళ
െ	߮

Н  (5) 

3) measure the value of the second phalange signalܻሺ߮ሻ; 
4) from expressions (3-4), taking into account expression (5), determine the phalange 2 angle of rotation 

value, thereby compensating for the effect of bending of the phalange 2 on the measurement result: 

∆߮ ൌ 		
ሺఝలሻ

లቂଵିళቀ
ೊሺകళሻ
ೌళ

ି	ఝళ
Нቁቃ

െ	߮
Н  (6) 

5) measure the value of the optical signal of the third phalange ܻሺ߮ହሻ; 
6) from expressions (3-4) determine the phalange 1 angle of rotation value, thereby compensating for the 

effect of bending of the phalanges 1, 2 on the measurement results: 

߮ହ ൌ 		
ሺఝఱሻ

ఱቂଵିళቀ
ೊሺകళሻ
ೌళ

ି	ఝళ
Нቁቃଵିలሺ

ೊሺകలሻ

ೌలభష್ళ൬
ೊሺകళሻ
ೌళ

ష	കళ
Н൰൨

ା	ఝల
Нሻ

െ 	߮ହ
Н	  (7) 

Since the dependence of the signal variation of the SE FOS-TF signal in the first approximation is also 
linear (Figure 12), the method for rotation influence compensation of nearby phalanges on the measured 
tactile force is similar to the method for compensation of changing measured angular position. 

 
Figure 12 – Experimental characteristics of the conversion function SE FOS-TF 

The layout scheme of SE FOS-AP and SE FOS-TF on anthropomorphic grip is shown in Figure 13. 

 
1 - SE FOS-TF, 2 - SE FOS-AP 

 Figure 13 – Layout scheme of SE FOS-AP and SE FOS-TF on anthropomorphic grip 

Electronic transceiver 
The block diagrams of the FOS-AP and FOS-TF electronic transceivers (ET) are identical. Simulation 

and experimental study of several variants of ET were performed. 
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Figure 14 shows a block diagram of a single-channel variant of an ET with a local stabilization circuit of 
a laser diode (LD). 

 
Figure 14 – Structural scheme of single-channel FOS with a local stabilization circuit LD radiation 

Stabilization of LD optical radiation this variant is carried out by local stabilization circuits embedded in 
the LD housing - the feedback circuit for the optical flow and the feedback circuit for the temperature of the 
LD crystal. The output signal of the SE is detected by the photodetector, and after amplification (electronic 
converter controller unit - EC) is fed to the output of ET. Such variant of ET, despite its simplicity, provides 
high stability of the light flow at the output of the LD. However, this option does not allow to compensate 
changes, incl. temperature, occurring in the fiber-optic communication line (FOCL 1, FOCL 2) and in SE 
FOS. 

To reduce the additive and multiplicative errors, the output signal of the ET is formed in the EC from the 
signal Y1 of the SE sensor, for example, FOS-AP (for phalange 1 rotation angle), according to the expression: 

Нܻሺ߮ሻ ൌ 4096ሺ
భሺఝఱሻିሺఝఱሻ

ೌೣሺఝఱሻିሺఝఱሻ
ሻ,  (8) 

where  ܻ௫ሺ߮ହሻ, ܻሺ߮ହሻ  - are maximum and minimum values of the SE transformation function. 
Since the temperature coefficient of the LD radiation power, not covered by the local stabilization chain 

is 2.5… 4% / ºС, when introducing the local stabilization chain via the optical channel, the LD temperature 
coefficient is determined by the temperature coefficient of the feedback circuit, i.e. by the photodiode, and 
amounts to 0.2 ... 0.3%/ºС. Maintaining of LD temperature by the means of local stabilization circuit of the 
LD - thermistor - Peltier element can stabilize the LD temperature with an error of ± 1 ºС. Then the additional 
temperature instability of the LD radiation will be ± 0.2 ... 0.3%. 

Since the rest of the FOS elements (FOCL-SE-FOCL-EC) are not covered by feedback, the resulting 
additional temperature error of the FOS will be about 105% in the temperature range minus 80 ... +80 ºС. As 
can be seen, the additional temperature errors of the sensors at the macro bends (nondistinctive inclusion 
option) reach significant values. Therefore, in order to reduce the value of the additional temperature error, 
differential inclusion schemes were investigated. 

Figure 15 shows a block diagram of the differential variant of the ET with a local channel for 
stabilization of the LD radiation. Two “identical” measurement channels are used here. Stabilization of LD 
optical radiation in this variant is carried out by local stabilization circuits embedded in the housing – by the 
means of a feedback circuit for the optical flow and feedback circuit for the temperature of the LD crystal. 

The output signal of the ET is formed in EC from the signals Y1, Y2 of two sensor channels, for example, 
FOS AP for the phalange 1 rotation angle, will be calculated according to the expression: 

ܻሺ߮ହሻ ൌ 2048ሺ	
భሺఝఱሻିమሺఝఱሻ

భሺఝఱሻାమሺఝఱሻ
 1ሻ  (9) 

When implementing EC expression (9), compensation is performed both for the additive measurement 
error and for the multiplicative error. In this case, for the input/output of radiation to/from the CE, a fiber optic 
line consisting of four optical fibers is required. 

This option allows you to compensate the changes, incl. temperature, occurring in the optical 
communication channel (FOCL 1, FOCL 2, FOCL 3, FOCL 4) and in SE1, SE2 only in the case of the 
identity of these channels and the conditions of their operation. In addition, as noted in [8-9], the use of 
expressions (8-9) is effective only in the case when  ଵܻ  ଶܻ ൎ  For larger changes in Y1, Y2 , the .ݐݏ݊ܿ
condition is not satisfied and the effectiveness of stabilization decreases sharply. In addition, there is a sharp 
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increase in the nonlinearity of the transformation function. Experimental studies confirm the above 
conclusions. 

 
 

Figure 15 – Block diagram of a differential FOS with local channels  stabilization 

As in the previous version, when introducing a local stabilization circuit via the optical channel, the 
temperature coefficient LD is determined by the temperature coefficient of the feedback circuit, i.e. by the 
photodiode, and amounts are in range 0.2 ... 0.3%/ºС. As in the previous version, while maintaining the LD 
temperature, the local stabilization circuit of the LD thermistor-Peltier element manages with stabilization of 
the LD temperature with an error of ± 1 ºС. Then the additional temperature instability of the LD radiation 
will be ± 0.2 ... 0.3%. The following additional temperature error values were obtained experimentally for 15 
specimens of sensitive element sensors (without temperature compensation): specimens 1-3 - 13.7%; 
specimens 4-6 - 16.2%; specimens 6-9 - 10.7%; specimens 9-12 - 20.1%; specimens 12-15 - 10.3%. 

Hence, for the differential structure under consideration, the final additional temperature error of the FOS 
should be about 20.1% in the temperature range minus 80… + 80 ºС. 

Figure 16 shows a block diagram of a differential FOS with a common channel of stabilization along the 
ES circuit, which has no indicated disadvantages. The optical signal LD by the means of an optical radiation 
divider is divided into two parts, which through identical FOCL-1, FOCL-2 each transfer at its own SE: SE1, 
SE2 combined in one design. The output optical signals SE through identical FOCL-1, FOCL-2 enter the EC, 
which calculates the corrective action and controls the operation of the LD. In this case, for the input/output of 
radiation to/from the SE, a fiber optic line consisting of four optical fibers is required. The stabilization of the 
LD parameters in this variant is carried out by the means of a digital-to-analog converter (DAC) with a 
common stabilization circuit covering SE1, SE2, FOCL-1-1, FOCL-1-2, FOCL-2-1, FOCL-2-2, LD, and 
optical radiation divider. This option effectively provides high stability of optical radiation at the output of LD 
and transmission coefficients SE1, SE2, FOCL-1-1, FOCL-1-2, FOCL-2-1, FOCL-2-2, optical radiation 
divider, however, requires the identity of the optical radiation division channels. 

Analysis of the ET structure (Figure 16) allows determining the sensitivity coefficients of the basic 
elements of the FOS-TF (LD; photodiode – PD, operational amplifier OA, optical splitter OS, FOCL, DAC, 
ADC) to temperature and additional temperature error in measuring the tactile force (Table 1) 

Table 2 shows the experimental results of the additional temperature error when measuring the angular 
position of the phalanges of the differential design of the FOS-AP for several angular positions of the SE. 
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Figure 16 – Block diagram of differential FOS with local and common stabilization channels 

Table 1. Estimation of the components of the main and additional reduced errors of FOS-TF 

FOS-TF 
element 
 

Transfer ratio Components of 
the main error 

Components of the additional error 

Deviation from 
nominal 

Temperature, 
%/°С 

Temperature 
range, °С 

Deviation from 
nominal 

LD 5 mW / mA ±2,5 mW −2,5 ±1 −2,5 mW 

PD 0,2 mA / mW 1·10-4  mA −0,2 ±1 −0,2 mA 

OA 200 rel. units 2 1·10-4 −40…+80 0,12 % 

OS 0,5 rel. units 0,025 0,01 −40…+80 −1,2 % 

FOCL 0,85 rel. units 0,02 - −80…+80 - 

ADC 248 bit / V 0,001 bit / V - −40…+80 0,01 % 

DAC 0,00488 V / bit 4,9·10-6 V / bit - −40…+80 0,005 % 

The basic reduced measurement error of tactile force 0,86 % 

The additional reduced measurement error of tactile force 0,54  % 

Table 2. Additional temperature error of differential FOS-AP  

Temperature, °С Additional temperature error, % 

0 deg. 30 deg. 60 deg. 

-80 0,233 0,139 0,085 

+80 0,291 0,233 0,022 

Experimental research facility 
Figure 17 shows a photograph of a specialized facility for investigation of the conversion function of 

FOS-AP and FOS-TF. Figure 18 contains a photograph of its electromechanical unit with an installed gripper 
and sensors. The stand (Figure 17) consists of a personal computer 1 and a monitor 2, an uninterruptible 
power supply unit 3; an electromechanical unit with an executive gripping group (EGG) 4, the control and 
management unit 5. The EGG is an anthropomorphic finger, consisting of three phalanges, each of which has 
its own independent drive located in the electromechanical unit. The computer contains a control program in 
which the settings of the movement of the EGG are set. Settings of movement are the angle of inclination of 
each phalange in the range of 0 ... 60 degrees and the amount of tactile force developed by each phalange. The 
computer program generates a test report in which the experimental dependence of the output signals of FOS-
AP and FOS-TF on successively specified angular displacements and tactile loads is presented in tabular form. 
The monitor displays the program settings and the experimental data obtained. The control and management 
unit generates control electrical signals for the electromechanical unit in accordance with the specified settings 
and receives signals from control (precision) sensors that track the position of each phalange and the 
developed tactile force. 

The main technical characteristics of the research facility are given in Table 3. The RF is equipped with 
control sensors of angular position, tactile force, and temperature. Appearance of the anthropomorphic robot 
AR-600 produced by PJSC “Android Technique” with a modified capture option, in which the sensitive 
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elements of fiber-optic sensors of the phalanges of the arms (15 pieces) and sensitive elements of the fiber-
optic sensors of the tactile force of the phalanges of the arms (16 pieces) are shown in Figure 19. 

     
 

  a) b) 
a) 1 – PC; 2 – monitor; 3 – uninterruptible power supply unit; 4 – electromechanical unit with an executive 

gripping group; 5 – control and management unit; b) an executive capture group on an enlarged scale 
Figure 17 – Photograph of the research facility 

КТХВ-64-М heat and the cold chamber was used for the investigation of temperature effect on the 
positional and tactile characteristics of the FOS. Chamber has the following characteristics: temperature 
maintenance range from minus 80 to + 80 ОС, temperature uniformity over the chamber volume ± 0.2 ОС, time 
to reach the limit values of 50-60 minutes. 

 
1 – tactile force sensor (16 pieces); 2 – angle position sensor (15 pieces); 3 – electric drive grip 

Figure 18 – Photograph of the electromechanical unit with the set grip 

Table 3. Main technical characteristics of the research facility 

Parameter Value 

Number of grip fingers, pcs 1 

Number of finger phalanges, pcs 3 

The range of angular positions of the fingers phalanges, degrees 0-60 

The way to set the angular positions of the phalanges  independent 

The main error of positioning by angle, % 0,025 

Tactile force setting range, N 10 

The main error in setting the tactile force, % 0,2 
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Parameter Value 

The size of the contact patch, at which tactile force is set, mm 3х3 

The range of measured phalanges temperatures, ОС -80…+80 

The basic error of temperature measurement, ОС 0,2 

Operation temperature for the block of electronics RF, ОС laboratory 

Operating temperature of the electromechanical unit, ОС -40…+80 
 

 
Figure 19 – Photo of the anthropomorphic robot AR-600  

with sensors FOS-AP and FOS-TF 
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Abstract 
The approach to the solving of the actual fundamental and applied scientific problem – development of 

principles and methods of robotic complex and systems design with modular architecture based on pyramidal 
(hierarchical) build-up topology of their computational and control systems is considered. Modular 
architecture makes it possible to execute fast reconfiguration of robotic systems. The use of hierarchical 
topology for constructing the robot IMCS, when each module and submodule has its own IMCS with a 
separate processing unit, allows increasing the computation speed in the system by distributing the 
computational load between the modules computing devices. It begs an analogy with such directions of 
scientific research in the field of information technologies as distributed information systems, computer 
networks, methods of artificial intelligence. Achievements in these areas are integrated in research, united by 
the common name "multi-agent systems". In this paper, we consider an approach that allows us to describe the 
hierarchical topology of the design of the robot IMCS with modular architecture in terms of multi-agent 
systems, which will allow us to use modern achievements in this scientific field. 

Keywords: modular robot, mobile robot, modular architecture, multi-agent system, hierarchical 
topology, distributed computing systems, computer network, information interaction, hardware and software 
system. 
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Introduction 
Currently, the control system (CS) of mobile robots (MR) are being designed mainly as a centralized 

system, i.e. the entire information-measuring and control system (IMCS) of robot has a single computational 
center responsible for control and processing of sensory information. Centralized control requires a high 
performance computer so that the robot can solve its tasks in real time. With the increase in the functionality 
of MR, as well as with the expansion of the conditions of their use (for example, for tasks in extreme 
conditions of the Arctic and Antarctic, space and in solving the problems of the Emergencies Ministry), the 
complexity of robotic system control tasks increases. Consequently, the algorithmic complexity of executable 
control programs is increasing, which places extremely high requirement on the system CPU. The 
complication of robot IMCS leads to the need to find methods for implementing the computational control 
process and decision-making based on distributed calculations performed by a multiple processors. This will 
significantly reduce the requirements for computing power of multiprocessor system and increase the system 
performance as a whole. Using this approach to implement the IMCS of a mobile robot is to design and create 
robots with a modular architecture. 

A precise definition of the term of "Robot with modular architecture" has not yet been formed.  Both 
robots with homogeneous [1-4] and heterogeneous [5-8] design can be attributed to this area of research. 
Recently, a new area in this research has separated, which is rather a search for design methods aimed at 
providing developers and manufacturers of MR with similar modular architectures. Using the proposed ready-
made architectures, developers can create their own robotic and mechatronic devices. Thus, some developers 
offer not a specific architecture of any robot, but a whole infrastructure – a set of hardware and software tools 
for design new robots. 

One example is the system H-ROS [9], based on the ROS framework. This system allows on to design 
new robots by assembling them from components that are compatible with H-ROS. The user only needs to 
program the robot components responsible for the perception ("brain" of the robot) and independently develop 
program applications for specific tasks, without solving the integration problem of different technologies and 
interfaces. The H-ROS infrastructure is built on a standard industrial bus and is compatible with unified 
software frameworks such as ROS-2. At the same time, for the use of H-ROS, it is necessary on each 
component to have a special microprocessor required to run ROS-2, which imposes a number of restrictions 
on the use of this system. 
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The modular architecture of a miniature mobile platform AMiRo is considered in the paper [10]. Features 
of the architecture are: powerful hardware with small dimensions, open source software, distinct division of 
functions and tasks between modules, the ability to work with external applications and the ability to connect 
other devices (modules). The disadvantages include the fact that the inclusion of third-party modules can be 
difficult due to the complex multi-level software architecture, as well as the small size of the robot. 

A common approach is to create modular architectures for combining different modules – actuators, 
sensors, controllers, etc. In [11], the authors propose a software framework R2P (Rapid Robot Prototyping) to 
create robots based on standardized hardware modules with appropriate software and developed interaction 
protocol Real-time CAN (RTCAN). R2P provides easy integration of mostly simple modules, without taking 
into account more complex devices (for example, entire mobile platforms). 

The article [12] discusses a similar modular architecture RoboCAN, based on the CAN bus and 
embedded in a Robotic Integrated Development Environment (RIDE) or other similar environments. Similar 
to R2P, the RoboCAN framework allows the integration of various actuators, sensors and control devices into 
mobile robot architectures (mostly simple components). The software of the modules is independent of the 
microcontrollers used; this allows one to create complex devices without modifying the existing approach in 
the implemented solution. 

The analysis of articles in the field of modular robots architectures leads us to the conclusion that these 
studies focused mainly on the creation of standard software and hardware interfaces between the modules to 
ensure the robots reconfigurability. In these studies, there are no fundamental solutions to the robot’s IMCS 
architecture that can solve not only the problem of reconfigurability, but also the problem of providing real-
time mode for the ever-increasing complexity of the robot functionality if embedded computing devices 
(relatively low-power microprocessors or single-board computers) are used in modules. 

Functional-modular principle of design of the robots IMCS architecture 
In [13, 14] it is proposed to create a distributed control system, in which the general task is divided into 

subtasks according to the functional-modular principle, and then these sub-tasks are distributed among the 
modules. This approach provides a significant reduction in the computational load on the computing device of 
each module, which allows use of the embedded computing devices in IMCS of modules. 

Research is supported by the Russian Foundation for Basic Research: Grant 19-07-00892a. The basis of 
the functional-modular architecture is the principle of full functionality of modules [15, 16], which is 
formulated as follows: each robot module should be able to perform its goal function in any convenient way, 
using only its own means to execute commands from an external control system. 

In the mentioned articles, the principles and methods of construction of the hardware and software parts 
of the MR control system with a modular architecture are considered. The proposed structure is quite simple 
and it can be automatically reorganized in the "plug and play" mode. 

Based on the principle of full functionality, it is proposed to consider the structure of the MR control 
system (in the minimum version) as a synergetic union of full-featured modules (fig.1) [17, 18]: Transport 
Module – TM, Power Module – PM, the sensory system, consisting of Short-Range Sensor Module – SRSM 
and Long Range Sensor Module – LRSM, modules of the impact on the environment – SPM (manipulators, 
machining process, grippers etc.) and Intelligent Control Module – ICM. In this structure, each module is 
responsible for only one function of the robotic system. 

System-wide control. The function is implemented in the Intelligent Control Module (ICM), which is a 
supervisor in relation to all other robot modules. In our case, ICM forms the control goal and controls only the 
result of its achievement by the slave module, and does not control the process of task execution by this 
module. This functional completeness is the main difference between our approach and others, in which the 
module-supervisor controls the operation of all modules at the executive level. 

The transport function is implemented by the transport module (TM) – the module allows the robot to 
move in the environment. The module can be equipped with different locomotors types: wheels, tracks, legs, 
screw propeller, etc. The module task is to move the modular robot from the current location to the goal 
specified by ICM. Naturally, the motion control algorithms for TM with different locomotors type will be 
different and implemented by own IMCS of the module. If necessary, the TM may directly address a request 
to the robot sensor system, thus reducing the load on the ICM processor and the data channel. Therefore, it is 
necessary to have a direct interaction (in the figure "pass-through") between the TM and the SRSM. 
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Figure 1 – Functional-modular architecture of an information-measuring and control system of а mobile robot 

The information function is implemented by a remote sensor system consisting of several sensor 
modules (SM): the short-range sensors module (SRSM) and the long-range sensors module (LRSM). Modules 
detect obstacles and the manipulation objects and can provide sensory information to other modules by "pass-
through" channels (bypassing ICM). In addition, these modules can give them a command to suspend 
execution of their functions in special cases, for example, to prevent a possible collision of MR with an 
obstacle. In this case, the ICM can prohibit such communication if the collision is part of the necessary 
actions. One should consider that each module has its own sensor system consisting of internal state sensors 
when implementing direct information interaction between full-featured modules. 

The technological function (and partially of the transport function) – the impact on the environment. 
Special Purpose Modules (SPM) implements the function. These modules are manipulators-actuators (MAM) 
and the gripping modules (GM), which provide the ability to use different tools for moving the manipulation 
objects within the robot workspace. The technological function is also implemented by the mechanical 
operations modules (MOM) – technological equipment for the manipulator module, which allows making 
various technological impact – drilling, milling, etc. 

The communication function is implemented by means of the network organization of information 
interaction between modules (on Fig.1 shows bi-directional arrows).  A special Wireless Channel Creation 
Module (WCCM) creates communication of a mobile robot with an external supervisor – a human operator of 
a robotic system. Figure 1 shows the network topology of a star type, but a bus and mixed topology is 
possible. The choice of network topology is likely to depend on a number of factors that have yet to be 
determined. 

The power function is implemented in the power module (PM) – the module provides power supply to 
the electronic and electromechanical components of the MR modules and their safe switching on and off: the 
correct shutdown of the program blocks, saving the file system state, monitoring and indication of the batteries 
state, etc. Disconnection of the power supply of some module is performed only at the command of the ICM – 
disconnection of all modules (including itself) in the case of robot shutdown, or those modules which 
functions are not needed now (for example, to save energy). The structure of distributed stabilized power 
supply, implemented using the PoE principle, is proposed [14]. The total unstabilized power supply of the 
robot, including electric drives, is carried out from the PM containing the battery. Each Module is supplied 
with the own Voltage Stabilizer (MVS) to produce the desired number of stable voltages, which supply with 
stable voltages only to the module electronic devices, e.g., microprocessors. The voltage to the stabilizer is 
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supplied directly from the battery. When there are oscillations of the input voltage (caused, for example, by 
starting currents of electric motors), the presence of such voltage stabilizer eliminates the possible interruption 
of the program code execution by computing devices of modules. This distributed stabilized power supply 
does not impose strict restrictions on the required number of stabilized voltages in the new module design – 
the developer can make their own decision. In addition, in case of exceeding the total power consumption, it is 
enough only to install additional batteries in the PM or replace the module itself by installing a module with 
more battery capacity. In addition, the heat generated in the process of voltage stabilization is distributed 
between the modules, and is not concentrated in a single power supply unit, which would require installing 
radiators. The use of distributed stabilized power supply reduces the number of inter-module electrical 
connectors; simultaneously a power supply lines can be used to pass rare commands and small information. 

It should be noted that the given functional-modular architecture of the mobile robot IMCS reflects only 
the general approach. Research has shown the need for further development of this architecture. The results of 
research supported by the RFBR Grant 16-07-00811a "Development of functional-modular principle of 
construction software and hardware of intelligent mobile robotic systems" are published in [19-25]. The main 
results are as follows: 

1. The functional-modular principle of construction of hardware and software of reconfigurable mobile 
robotic systems (MRS) is developed and reasoned. 

2. The principle of the modules full functionality is formulated and efficiency of its use for the implement 
of distributed control in MRS of robotic systems is shown. This approach allows us to divide the 
computational process of implementing the objective function by the robot into functional subtasks and 
distribute them between the computing devices of individual modules. 

3. It is shown that the implementation of a full-featured distributed control requires such inter-module 
information interaction, in which each full-featured module should be able to exchange information directly 
with any other module. 

4. The method of inter-module information interaction is proposed, which is based on the system of 
geographically distributed control of mechatronic devices developed by the authors, in which the minimum 
object of control is any electronic or mechatronic device – an onboard computer, a microcontroller, a sensor, a 
manipulator, or other executive mechanism. 

5. The network organization of the general structure of the MRS control system is proposed, which makes 
it possible to transfer such network properties as scalability and reconfigurability to the robot modular 
structure. 

6. The mechanism of automatic reorganization (in "plug and play" mode) of the IMCS general structure 
of robot with modular architecture was developed. The mechanism is based on the use of appropriate drivers – 
a set of software management instructions and network protocols for the application-programming interface 
(API). 

7. A specification has been developed that is designed to create such drivers and a language for inter-
module information exchange, which provide a "plug and play" mode to enable modules of third-party 
manufacturers. The specification is based on the principles of the ROS framework, but allows to implement 
software on embedded computing devices. 

8. The principle of distributed stabilized power supply is proposed for MR modules. 
9. The efficiency of using multi-criteria Pareto optimization to select a modules computing platform is 

shown. 
10. A new method for determining the obstacle shape according to ultrasonic distance sensors data is 

proposed. The method is based on the micro-scanning of space by ultrasonic sensors (analogy with the human 
eyes drift). 

11. The possibility of determining the obstacle shape (for simple shapes) by a sensor system, which is a 
ring of simultaneously launched ultrasonic sensors is experimentally shown, which allows performing a quick 
analysis of the environment. 

For experimental verification of the proposed methods and decisions the laboratory models of mobile 
robots with a modular architecture were developed and manufactured (Fig.2), consisting of 4 variants of the 
transport module with different locomotors type (two wheel TM of different design,  TM with omnidirectional 
wheels and walking TM), power module (PM), ultrasonic sensor module of parallel action (SRSM) and 
intelligent control module (ICM). Inter-module information interaction is implemented by combining the 
computing devices of the modules into a local area network (LAN). The models were made using modern 
digital technologies implemented on 3D printers, laser cutting machines and digital engraving machines. The 
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work was carried out on the equipment and with the participation of specialists of the Institute of new 
educational technologies of the Russian state humanitarian University (INET RSUH). 

  
Figure 2 – Laboratory models of mobile robots with modular architecture:  

a – wheel robot (option 1), b – omnidirectional robot, c – wheel robot (option 2), d – walking robot 

Experimental studies of the developed methods and solutions on the MR models showed that the 
proposed architecture with two-level hierarchy is not capable of implementing the control process on 
embedded computing devices in real-time mode, since the functional modules control algorithms are still quite 
complex. The amount of data processed in modules is still large enough and the embedded systems computing 
power is not always sufficient to provide real-time mode. The procedure of analysis and sensory data fusion 
(integration) and decision-making at the system-wide control level by intelligent control module (ICM) is 
especially expensive. It is necessary to find a fundamental solution to this problem, because the modules 
control algorithms will become more complicated due to the tasks complexity to be solved by the MR both in 
autonomous and in supervisory mode and the use of better performance micro-computer will still lead to the 
limited functionality of the module.   

A number experiment with the transport modules showed the possibility of further development of the 
MR modular architecture by dividing the full-featured modules into submodules and creating a multi-level 
hierarchical (pyramidal) network topology of the robot IMCS, which ensures the use of low performance 
microprocessors – embedded computing systems at each level of the hierarchy. We believe that the design 
principles of such a pyramidal structure can be based on the multi-agent systems theory, which will make it 
possible to use the achievements in this scientific field for the implementation of distributed computing in the 
information-measuring and control system of mobile robots. 

Modular architecture and multi-agent systems 
The use of multi-level pyramidal (hierarchical) topology in the build-up of information measuring and 

control systems of modular robotic systems is a promising area of research. If each module is equipped with 
its own IMCS, implemented on a separate computing device, one can distribute the computing tasks according 
to the modules functions. For example, the MR transport module consists of several actuator-modules that are 
included in the TM control system. Each actuator-module can also be designed as a separate full-featured 
module with its own IMCS. The microprocessor of the actuator-module control system should be responsible 
only for the motor operation, the parameters of which are set by the IMCS of TM: the position of its output 
link, the speed vector, and giving information about its current state to other modules. The sensor modules, for 
example, process the readings of groups of identical sensors, filter and convert a data into the required format 
for its transmission to the next level hierarchy modules, which perform the information fusion. The upper 
level hierarchy modules are responsible for complex, behavioral tasks: the mobile platform moves the robot to 
a given point in space and independently performs obstacle avoidance, the remote sensors module builds a 
distances map, etc. 

Studies [22] have shown that our approach to the design of robots with modular architecture has a 
number of analogies with multi-agent systems, the use of which in the modular robotics field has not yet been 
widely reflected in the well-known publications. The principles of functional partitioning are yet to be 
developed, the requirements for the topology of the hierarchical network structure and interfaces of 
intermodule information interaction are not defined, the corresponding network protocols are not developed. 
Conditions and mechanisms of combination of intra-level and inter-level inter-module information interaction 
have not been developed at all. It is also necessary to develop requirements and conditions (including network 
protocols) for the network structure hierarchical organization of the IMCS, which provide the possibility to 
promptly reconfigure and scale of the robot modular structure depending on its purpose. Methods of remote 
dynamic reprogramming of robot modules computing devices are not developed. 
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As noted in [26] "Intelligent multi-agent systems – one of the new promising areas of artificial 
intelligence, which was formed on the basis of research results in the field of distributed computer systems, 
network technologies for solving problems and parallel computing". The proposed approach of a hierarchical 
organization of the control system network structure fully fits into the above definition. It has already become 
clear that the computational process of implementing complex interactions of an autonomous robot with the 
environment in real time can be implemented only through distributed computing – no, even promising, 
mono-computer is not able to implement such an algorithm. Therefore, we believe that the solution of this 
problem is possible with the use of distributed computer systems. 

In the considered functional-modular architecture of the MR control system at its representation in the 
form of hierarchical structure an analogy with such areas of research in the information technology field as 
distributed information systems, computer networks, methods of artificial intelligence is clearly seen. 
Achievements in these areas are integrated in research, united by the common name "multi-agent systems". 

Figure 3 shows a possible variant of the mobile robot IMCS architecture (shown in Fig.1) in the form of 
a multi-agent system built on a hierarchical principle. 

 
 

Figure 3 – Multi-agent system – information measuring and control system of mobile robot 

The agent with index 0.0 is a MR control panel (for the human operator). It has information interaction 
via a radio channel with the agent with the index 1.0, which is a module-agent ICM (legend in Fig.1) and is 
located at the first level of the hierarchy. The agent ICM, in accordance with its functional purpose, generates 
tasks for the agent-module TM (agent with index 2.1), agent-module SM (agent with index 2.2), agent-module 
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SPM (agent with index 2.3) and agent-module PM (agent with index 2.4), which are located at the 2nd level of 
the hierarchy. All agents of the hierarchy second level must have channels of information interaction with 
each other. Information interaction between modules of the same level of the hierarchy, if necessary, should 
be carried out directly, and not via the top-level module, which allow reducing the computational load on this 
module and reduces traffic between hierarchy levels. Such information interaction, for example, between TM 
and SRSM will allow the transport module to move in a dynamic environment without the participation of the 
ICM, excluding possible collisions with obstacles in relatively simple cases. 

Agents with index 3.1.1 form the third level of the hierarchy and represent the software and hardware 
modules of the locomotors control systems (wheels, legs, etc.), and the agents with index 4.1.1, which are 
located at the 4th level of the hierarchy are actuators equipped with appropriate internal state sensors. All 
agents 3.1.1 have communication channels for information interaction with each other, because in the process 
of TM’s motion each agent needs to know the state of other agents at each moment of time, especially in the 
case of moving on the rough terrain. The presence of horizontal links violates the hierarchical principle, but it 
can be justified in the specific technical implementation of the interactions logic. The number of agents 3.3.1 
can vary, for example, from 3 to 8, depending on the TM design: three-wheeled – 8-wheeled; 4-legs – 8-legs, 
the combination of legs-wheels, etc. In addition, the functionality of this agent can be changed – master (with 
actuator) or passive (sensors only). 

Agents with indices 3.2.1 and 3.2.2 belong to the 3rd level of the hierarchy and represent the SRSM and 
LRSM (according to Fig.1). The SRSM (agent with index 3.2.1) can be implemented on ultrasonic distance 
sensors, which are located along the MR perimeter and form a distance map. An example of such a sensor 
module is given in [24, 25]. Due to the high computational complexity of simultaneous signals processing 
from a large number of ultrasonic sensors (agents with index 6.2.1), such processing is parallelized using a 
similar pyramidal architecture – agents of the 4th and 5th levels of the hierarchy (with indices 4.2.1 and 5.2.1). 
The SRSM can also have a line of infrared (IR) distance sensors (elements with index 6.2.2), for example, 
duplicating the ultrasonic sensors readings. The presence of six levels of hierarchy here may not be necessary 
– there may be more or less; this depends on the sensors total number, the algorithm complexity for data 
fusion and the microprocessor performance. In general, this signal processing hierarchical principle can be 
constructed in the same way as described in [27], which follows that the functional agents 3.2.1, 4.2.1 and 
5.2.1, most likely, should be the same. In this case, there is no inter-module information interaction between 
agents of the same hierarchy level. This is explained by the sequential, level-to-level process of information 
processing in the absence of mutual influence of localized information; here the segmentation process is 
performed – the restoration of areas connectivity. However, in some cases, such interaction may be necessary, 
for example, in the implementation of the lateral inhibition algorithm. 

The agent with index 3.2.2, i.e. LRSM, can be a stereoscopic computer vision, performing video 
information fusion from the left and right TV-cameras (indices 5.2.2 – 5.2.4), video data from which (for 
example, from three zones of each view field) are fused in agents with index 4.2.2. This hierarchical tree 
branch can also be extended by connecting other remote sensors, such as thermal cameras or laser scanners. It 
can be assumed that due to the huge flow of video information on the input of the computer vision, the 
hierarchy tree will consist of a much larger number of levels than shown in the figure. 

Agent with an index of 2.3, which corresponds to the SPM (Fig.1), acts as a coordinator of two 
manipulators, controlled by its own IMCS, implemented as two identical agents with the index 3.3.1. These 
agents actually implement the IMCS of the multi-link manipulator (in Fig.3 – three-link manipulator with an 
agent-actuator of 4.3.1–4.3.3), equipped with a gripper (agent-actuator 4.3.4). Here, similar to agents with 
index 3.1.1, an information interaction channel between agents 3.3.1 is needed. 

Agent with index 2.4, which corresponds to the PM (Fig.1), has information interaction with all modules 
and submodules of the hierarchy, since its function is to monitor and control the state of their power supply 
during the system operation, as described earlier. The main purpose of this module is to provide power to all 
electronic systems of modules. Therefore, this module must have direct electrical contact with each module 
and submodule, for example, as daisy-chain connection schema. Therefore, the information interaction of this 
module with the others can be technically implemented directly on the same wires as the modules power 
supply, bypassing the agent-modules chain. The bandwidth requirements of such a communication channel 
are extremely low due to the small frequency of information exchange and its small amount. 

Each higher-level agent (with a less value for the index first digit) is the supervisor for the agents at the 
hierarchy next level. 
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The inter-module communication channels in this hierarchical structure of the MR control system can be 
based on networks of different topologies: "bus", "star" or a combination of them. The use conditions of 
networks certain types, topologies and network protocols have yet to be determined.  

Analogies to multi-agent systems 
As in multi-agent systems (MAS), in our case, knowledge and resources are distributed among 

sufficiently "independent" agents – modules (according to the principle of full functionality), while there is a 
software module of general command control – the base agent ("resident" in the terminology of multi-agent 
systems). Each agent-module generates and executes scripts on their own. Agents-modules react to 
unpredictable events by means of their sensor system, and the reaction can be independent, or be carried out in 
interaction with the resident [28] (for example, the human operator of a mobile robot). 

"An agent is an entity that resides in some environment from which it receives data and that reflects 
events occurring in the environment, interprets them, and executes commands that affect the environment. The 
agent can contain software and hardware components… The lack of a clear definition of the agents world and 
the presence of a large number of attributes associated with it, as well as the availability of a wide variety of 
agents examples suggests that agents are a fairly common technology that accumulates several different areas» 
[29]. In our case, "agent" is not only a program; it is a hardware and software solution of module IMCS, which 
provides its full functionality. 

According to the agent’s theory, there are two definitions of intellectual agent – "weak" and 
"strong" [29]. 

Intellectual agent (IA) in a weak definition has the following properties [30]: 
 autonomy – the ability of IA to function without human intervention and at the same time implement 

self-control over its actions and internal state; 
 social ability — the ability to function in a community with other agents, exchanging messages with 

them using some generally understood communication language; 
 reactivity — the ability to perceive the state of the environment and promptly respond to the changes 

that occur in it; 
 pro-activity — the ability of an agent to take the initiative, i.e. the ability to generate goals and act 

rationally to achieve them, and not only to respond to external events. 
According to above definition, the agent-module in our structure has the autonomy property; this follows 

from the previously formulated principle of module full functionality. In our modular architecture (see Fig.1) 
each agent-module necessarily has an information interaction channel with other agents-modules, therefore, 
has the social ability property. The only difference is that the interaction is not implemented on the principle 
of "all with all"; interaction is implemented on a hierarchical principle, as well as between agents of the 
hierarchy same level. 

By means of internal state sensors, as well as remote sensors of the sensor module, with which there is 
information interaction, each agent-module is able to perceive the state of the external environment and 
promptly respond to the changes that occur in it; therefore, our hierarchical architecture has the property of 
reactivity. As for the pro-activity property, in our case, not all agents-modules can/should possess this 
property; one of the research tasks is to determine the conditions under which the agent-module can or should 
possess this property. 

Intellectual agent in a strong definition is characterized by the presence of "at least some subset" of 
additional properties, called "mental properties" or, otherwise, intensional concepts [30]: 

 goals — a specific set of final and intermediate states, the achievement of which the agent has adopted 
as the current strategy of its behavior; 

 knowledge — a constant part of the agent's knowledge about itself, the environment and other agents, 
i.e. the part that does not change during its operation; 

 beliefs — the agent's knowledge of the environment, in particular, about other agents; this is the 
knowledge that can change over time and become incorrect, but the agent may not have information about it 
and continue to remain in the belief that it is possible to base their conclusions on them; 

 desires — states or situations, the achievement of which for various reasons is desirable for the agent, 
but they can be contradictory and therefore the agent does not expect that all of them will be achieved; 

 intentions — what an agent is either obliged to do by virtue of his obligations to other agents (he is 
“assigned this task” and has taken on this), or what follows from his desires (i.e. a noncontradictory subset of 
desires, chosen for one reason or another, and which is compatible with the obligations assumed); 
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 commitments (obligations towards other agents) — tasks that the agent undertakes at the request 
(assignment) of other agents within the cooperative goals or goals of individual agents within the boundaries 
of cooperation. 

In our hierarchical architecture, agents-modules should be referred to as "strong" IA due to their inherent 
mental properties. The hard distribution of modules functions indicates that the agents-modules necessarily 
have a specific goal. 

In addition, agents-modules must have knowledge about themselves and about other agents-modules 
(knowledge — a constant part of the agent's knowledge), because only the whole system is able to solve a 
common task that none of the agents-modules cannot perform independently. Only in the aggregate of 
interactions of fully functional agents-modules the system as a whole achieves the set goal. The presence of 
this property in this case is also required because it is necessary to provide the "plug and play" mode to 
implement the dynamic reconfiguration – a promptly replacement of the agent module with a similar or 
modified one (for example, having a large number of mental properties). Moreover, in the reconfiguration 
process, each newly connected agent-module must inform all other agents-modules not only about its presence 
in the system, but also about its mental properties, as well as receive knowledge about other agents-modules. 
For example, when replacing conventional wheels in the transport module with omnidirectional wheels or 
"legs" (locomotors), the mental properties of the agent-TM changes (the motion control algorithm changes 
significantly), but the goal for the agent-TM remains the same – to achieve a given position in space. In this 
case, it is possible to change the algorithm of interaction of agents-locomotors. Therefore, agents-actuators 
should be equipped with information interaction channels with each other, and with the higher-level agent, 
which is a supervisor in relation to agents-actuators. 

The agent-module should have the benevolence property – the readiness of agents to help each other to 
achieve a common goal and the readiness of the agent to solve exactly the tasks that the agent-supervisor 
assigns to him, which implies that the agent does not have conflicting goals. For example, when a TM moves 
on an uneven surface, each of the module-actuators may have at any time different conditions for movement, 
but for the movement of the transport module in accordance with a given speed vector, each agent-actuator 
needs to know the state of the other agents-actuators in order not to interfere with their behavior. 

It is obvious that agents-modules have the beliefs property (knowledge about the environment and about 
other agents that can change over time), because we consider mobile robots that work in ever-changing 
environment so the knowledge about this environment is non-deterministic. This knowledge may become 
incorrect, for example, if any sensors or even individual agents-modules are damaged, but the agent may not 
have information about it and continue to be convinced that everything works fine. Beliefs should be based on 
previous experience (memory) and be probabilistic. To minimize errors, the system state should be under 
constant monitoring, and the failure of any system element should be accompanied by an appropriate signal – 
"pain". Apparently, this property can be realized with the use of such mathematical apparatus as 
pentalogy [31]. 

Due to the software and hardware implementation of agents-modules and their rigid functionality, such 
agent property as mobility is excluded, i.e. the agent's ability to migrate through the network in search of the 
necessary information for solving its tasks. 

Conclusion 
The considered functional-modular approach to the design of information-measuring and control system 

of mobile robots, based on the hierarchical principle of distributed computing implementation, can be 
presented in the form of a specific multi-agent system. The modular architecture of mobile robot control 
system with such properties as full functionality, promptly reconfigurability and scalability, the ability to 
implement the "plug and play" mode and the modules feasibility on embedded systems can be considered as a 
multi-agent system. 

In accordance with the agents classification [26] according to the development degree of their internal 
understanding of the outside world and of the decision-making method, at each hierarchy level, hardware and 
software agents of different complexity can be used from a simple reflex agent (at the level of the transport 
module actuators – agent 4.1.1) to a learning agent (neural network at the level of the agent-ICM – agent 1.0). 
The agents use conditions of different complexity levels in this hierarchical multi-agent system will need to be 
determined in further research. 

Summary 
Proposed hierarchical topology (see Fig.3) has more similarities to a graph than a tree due to the presence 

of horizontal links between agents of the hierarchy same level (between agents 2.1, 2.2, 2.3; agents 3.1.1 and 
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agents 3.3.1). The necessity of such interaction follows from the agents mental properties. However, when 
implementing this logical structure, a number of algorithmic difficulties may arise, and such interaction will 
have to be organized through a higher agent – agent-supervisor in relation to the considered group of agents. 
This, in turn, can cause an increase in the load on the appropriate communication channels, as well as require 
large computing power for the agent-supervisor. Future research in this direction will allow finding 
compromise solutions. 

Using the theory of multi-agent systems, it will be necessary to find formal models of mental properties 
and rules of manipulation with them to describe the pyramidal structure of distributed computing in relation to 
the IMCS of mobile robot.  In addition, it is necessary to find a representation of the dynamic aspects of the 
functioning of both the individual agent-module and the community of agent-modules in mobile robots with a 
hierarchical modular architecture. 
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Abstract 
The article considers a simulation modelling problem related to the chess game process occurring 

between two three-tier manipulators. The objective of the game construction lies in developing the procedure 
of effective control of the autonomous manipulator robots located in a common operating environment. The 
simulation model is a preliminary stage of building a natural complex that would provide cooperation of 
several manipulator robots within a common operating environment. The article addresses issues of training 
and research. 

Keywords: manipulator robot, chess, operating environment, simulation model. 

Introduction 
Modern robotics has a wide range of tasks where robots are to perform various manipulations with 

objects. These applications include: products' assembly, room cleaning, cargo moving etc. [1, 2].  
As a rule, university students of robotics study mostly construction of separate robotic units and their 

control. Thus, little attention is paid to the issues of robots' cooperation in groups. The main focus of the work 
is the construction of models and robotic complexes that would allow obtaining necessary research and 
development skills related to the robot cooperation in groups and their coordinated actions to solve the 
problems that require participation of several robots and/or heterogeneous "robot-human" groups. 

The important subset of such problems is comprised of the operations that are executed by several robots 
or in robot-human groups. They are also called "collaborative robots" [3, 4]. The main requirement set for 
such robot-robot groups or robot-human groups is taking into account other group members or coordination of 
their engagement. Thus, in various assembly operations, robots must adhere to a certain sequence of actions. 
Therefore, the chess game between two manipulator robots may become a useful model for developing the 
robot operation algorithms, their sequence of actions etc.. Moreover, using the framework of the model, it is 
also possible to work over various types of grips and/or to optimize the control system used for grabbing 
different objects etc. [2]. There are many publications that are devoted to the above-mentioned research [1-4]. 

Usually, the first stage of solving such problems would include mathematical modelling [4], in 
particular – simulation modelling. Here we have demonstrated a simulation model of cooperation between two 
manipulator robots within the chess game environment. The simulation is based on the geometrical 
dimensions of the robots' tiers, chess game logic and time required to make a move by each robot competitor. 
Statistical time characteristics pertaining to the moves of each robot may be changed as a part of the 
simulation model.  

Currently, there are several implementation types of mechatronic devices [5-12] that can move chess 
pieces on the board and choose the move (see Fig. 1). Industrial robots are also used when moving the chess 
pieces in a robot-human game (see Fig. 1c) or in other games like Go [5] (see Fig. 1d). However, the work is 
focused on the chess game between two manipulator robots. This problem is a part of a wider research on a 
robot-robot and robot-human cooperation as well as the robot training. 
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а) b) 

 

c) d) 
Figure 1 – Mechatronic players 

In order to simulate the chess game between two manipulator robots, we have developed a program that 
implements and demonstrates the process as a sequence of 3D stages. 

Structure and Combination of Simulation Model 
The program has been developed in C# (C Sharp) using Unity, a cross-platform environment for the 

computer game development [13]. The structure of main program elements is provided on Fig. 2. 
Main program file (Main.cs) contains settings, interface elements, decoder, separator and program's logic 

control elements. The decoder transforms chess game text file Game.txt (Fig. 3) where the moves are recorded 
in the way that is customary for users, into the numerical form (file Game_Symbols.txt). 

The separator splits the Game_Symbols.txt file for each manipulator. Thus, PlayerWhite.txt file contains 
all odd array elements (moves of the player with the white chess pieces) that should be executed by the 
manipulator robot 1 (MR1), while PlayerBlack.txt file is created for MR2, containing all even array elements, 
i.e. the moves of the player with the black chess pieces. 

Child files of Main.cs script, i.e. scripts PlayerWhite.cs and PlayerBlack.cs read the data from the files 
PlayerWhite.txt and PlayerBlack.txt accordingly, receiving the "next move" message from the script Main.cs 
and sending data regarding the players' moves together with the "next move" request to BattleField.cs script. 

Game object BattleField contains script file BattleField.cs together with its child game objects, where 
each of them contains an additional script file KubeScript.cs that corresponds to a specific game field square 
and possesses a square-specific name. Moreover, we have created scripts for the game objects Manipulator1 
and Manipulator2, acting as foundations for their child objects Detal1, Detal2, Detal3 and Detal11, Detal22, 
Detal33. Script files Manyapul1.cs and Manyapul2.cs were created specifically for these objects. Afterwards 
we have created game objects for the chess pieces that contain script file FigureScript.cs and which are child 
game objects of WhitePlayer and BlackPlayer. 
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Figure 2 – Simulation program object structure  

 
Figure 3 – Part of a game's simulation file  

Algorithm and Program Implementation 
Main program work is set and controlled by script BattleField.cs that receives requests to make the move 

and to use the value of variables that contain information about the move. Depending on who is going to make 
the move (which object sent the request), the script provides the manipulator robots MR1 and MR2 with 
values of variables and the request to make a move. 

Depending on the current code, the scripts Manyapul1.cs and Manyapul2.cs receive the request to make a 
move together with current values of variables. Based on the values of variables, the scripts provide the 
manipulator's elements with the values which shall be used to open its tiers in order to move the grip to the 
required square. Then the script launches the turn function PovorotFrom, which is responsible for the 
manipulator's turn, further informing the chess piece's script about its move and after that launching the 
function PovorotTo.  

PovorotTo function provides manipulator's elements with the values, according to which they should be 
turned in order to move the grip towards the target square, then sending a moving message to the chess piece's 
script file and putting the manipulator into motion. Afterwards the program delays the manipulator's 
movement for the time that can be set by the vertical sliders located on the screen; then DeFolt function is 
launched. DeFolt function provides the manipulator elements with the source location values, performing the 
manipulator's turn and sending the move-end message to the script file Main.cs. 

Program scripts contain several service functions, whose values we are not going to describe here due to 
a limited size of the publication.  

After launching the program we can see a configuration window, where we can make changes in the 
current settings of graphic interface and control elements. The settings are saved in the configuration file. The 
game window is opened after pressing Play button (see Fig. 4). 

Interface elements and 
settings Main.cs

Decoder and separator 
for file Game.txt 

Forming data on making the move 
with white chess pieces 

Forming data on making the move 
with black chess pieces 

Processing data on the game field 
status BattleField.cs

Processing data on the chess piece 
status FigureScript.cs

Work logic of Manipulator 1 
Manyapul1.cs 

Work logic of Manipulator 2 
Manyapul2.cs

 White chess pieces   Black chess pieces 

  
Manipulator 
2 elements 

Detal1, 2, 3, 
11, 22, 33

  
Manipulator 
1 elements 

Detal1, 2, 3, 
11, 22, 33 

  Game fields a1-h8 
KubeScript.cs 

Game.txt

PlayerWhite.txt PlayerBlack.txt
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Figure 4 – Game window. Source location of chess pieces and control elements  

In the current version of the simulation program we can only replay the sequence of moves that were 
recorded previously in the file Game.txt. Should the user wish to replay his/her own game, he/she should 
create his/her own file Game.txt and place it into the folder that contains the executable file chessgame.exe. 

In the game window the user can access the following control elements together with the data display 
fields (see Fig. 4): 

 The slider that changes movement speed of the black manipulator (see red mark 1); the higher the 
slider is, the faster the manipulator moves (black - mark 8, white - mark 9). 

 The slider that changes movement speed of the white manipulator (mark 3); the higher the slider is, the 
faster the manipulator moves. 

 Exit button (mark 5), pressing which the user stops the application. 
 POSHAGOVO? (STEP BY STEP?) button (mark 6) launches the game in a step-by-step mode, i.e. the 

manipulators shall stop after each step. 
 Autoplay? button (mark 7) launches the game in an automatic mode, where the manipulators shall 

make moves one after another until the game is over. 
 Khodim? (Go?) button (see mark 1 on Fig. 5) appears only when the step-by-step mode has been 

selected; if the move has already been made, the next move shall be made only when pressing the button. 
 Nachnem? (Start?) button appears after the launch game option was chosen, the first move is made 

after pressing it. 
 Text fields "Black Manipulator's Move Time: 0.8" (mark 2 on Fig. 5) and "White Manipulator's Move 

Time: 1.2" (mark 3 on Pic. 5) display duration of the last move, made accordingly by black and white MRs. 
 In the beginning of the game the chess pieces are in their source locations, i.e. the black are on the left 

(mark 10) and the white are on the right (mark 11).  
Picture 5 shows game position after the manipulators have made several moves. The manipulator with 

white chess pieces (mark 4) is completing its move.   
The program provides accumulation and output of measurable data per each simulated game. In 

particular, it is possible to measure the length of the grip trajectory as well as the time required for each move.  
These indicators can be used to optimize the movement of manipulators, for example in relation to the 

operating speed and/or power consumption. Picture 6 shows registered duration of each move made by the 
manipulators.  
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Picture 5 – Intermediate position of the game  

Statistical characteristics of this data are the following: average value of MR1 making its move is 1.07 
sec, MR2 - 1.76 sec, while the correlation coefficient value of these two datasets constitutes ݎଵଶ ൌ െ033. 
These three indicators can be used when solving the problem of manipulator optimization, i.e. tier size, 
location of their bases, choosing the type of a servo drill etc.. It is also necessary to mention that this model 
can be launched in a virtual mode (without screen image but with measurement of all parameters) thus giving 
a possibility to apply optimization search algorithms. 

 
 

Picture 6 – Move duration per each manipulator  

Results and Discussion 
Provided simulation game model is only a part of the simulation & nature robotic complex, which shall 

be used for further research, working over the construction elements as well as the work algorithms. 
Nowadays, the work of autonomous manipulator robots or android robots in a non-determined 

environment is a highly sought after and necessary topic [1, 3, 4]. It can be applied at the space station when 
assembling its construction elements, at other planets or on the ground when building various objects etc.. At 
that, the operating range of MR can vary greatly: from the static set of homogeneous objects to a large variety 
of diverse dynamic objects [4]. Here, the variety of possible operating environments is also determined by the 
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fact that MRs can be both stationary or moving, located in a stable and spatially-linked group or as a totality 
of independently moving MRs.     

The chess context allows working over structure and combination of algorithmic and program elements, 
their cooperation as well as optimizing the parameters.  

At the next stage we expect to add a free chess engine to the current simulation model [14]. It is obvious 
that a full-function simulation model of MR playing chess does not allow working over some situations that 
may occur in real conditions of the above-mentioned spheres. Thus, the model does not include sensory 
capabilities which are required when manipulating the objects in a real time. Therefore, the natural part of the 
model complex shall include stage surveillance cameras, corresponding situation (condition, scene) 
identification algorithms, as well as other means of controlling the work area.    

Apart from that, the environment of the observed simulation & nature complex shall include various grip 
options for various objects (chess pieces): two- and three-finger grips (also the collet type) as well as a five-
finger anthropomorphic hand [15-18]. It would also be interesting to perform a research on the grip 
construction, including the feedback on strengthening the grip with installed strain indicators and actuators, 
installed in the human's operating gear.  

Apart from the autonomous work of the group of (now only two) MRs, there should also exist a 
possibility to implement a human-machine mode where one MR is to be controlled by the human operator 
using various interface options, including somatosensory glove (Exoskeleton), gyroscope sensors, 
neurobionical helmet and neurosensors on the hand. Here, the computing environment shall include elements 
of Arduino family [19] (connected to the personal computer) and the robot development environment EZ-
Robot [20]. These options allow implementing control algorithms practically of any complexity.  

Human-machine mode would also give a possibility of working over some collaborative work modes of 
MRs [3]. 

The simulation environment shall provide a possibility of working on adaptive training algorithms where 
MR would perform actions based on observation (registration) of the human operator's actions, for instance 
using a somatosensory glove [19] or video cameras.   

The above-mentioned functional capabilities of the created simulation & nature robotic complex are 
mostly focused on the training objectives applied from college level to the doctoral studies. However, its 
modular nature together with the possibility to replace parts of real elements with the simulation modules 
allows performing research that would also prove useful to the application in practice.   

Conclusions 
1. The developed totality of the chess game simulation modelling proved the possibility of building the 

cooperation model for manipulator robots in a chess game. Visual demonstration of the game course shows 
the cooperation of the manipulators, while the control elements provide a possibility of showing the results as 
it is desired, when changing some modelling parameters. 

2. The modelling program is built in such a way that it allows performing different kinds of research of 
the manipulator robot cooperation, in particular, changing time characteristics of each MR's actions. 
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Abstract 
We consider the construction of guaranteed estimates of the dynamical system state vector in the 

conditions of indeterminacy, when initial state statistics, process noise, measurement noise is absent and only 
the sets of their possible values are known. The algorithm for constructing the approximation of information 
sets is described, when the sets of possible values of the initial state, the process noise, and the measurement 
noise are polyhedron set by the systems of linear inequalities. The operation of the algorithm is demonstrated 
by the example of a two-dimensional model. A comparison is made between the approximations of 
information sets and the Kalman filter estimates. 

Keywords: approximation, guaranteed estimates, dynamical systems, information sets, linear 
inequalities, minimax filters, the conditions of unknown input. 

Introduction 
The task of estimating the state of dynamic systems arises in various technical applications, such as 

aircraft and spacecraft control systems, tracking and target detection systems, automated process control 
systems, etc. [8,13-20,22]. There are two different approaches to estimating the state vector of linear dynamic 
systems: probabilistic approach, for example, Kalman filter [21,23], and guaranteed approach, for example, 
minimax filter [2,4-7,9-11]. The Kalman filter is based on the assumption that the statistical characteristics of 
the process noise and the measurement noise influencing the system are known. However, in real conditions, 
statistical information about process noise may be absent and reduces either to specifying the corresponding 
areas of their change or to setting a whole class of permissible distribution functions that determine process 
noise realizations if the latter are of a statistical nature, therefore the use of the Kalman filter may not be 
justified [3] . Then the estimation problem is considered in guaranteeing or minimax setting [2,4-6,9-11]. 

This paper describes a procedure of constructing an approximation of information sets from above. A 
comparison of the estimates of the Kalman filter and the minimax filter for different implementations of the 
process is given. Work continues the researches [7,9,10]. 

Minimax filter 
Let us consider the problem of estimating the state of a dynamic system, when statistical information 

about the process noise and the measurement noise influencing the system is missing, but there are many 
known possible sets of their values. The equations of motion and measurements in a linear approximation are 
set 

ାଵݔ ൌ ݔܣ  ݑܤ  Гݓ, ݇ ൌ 0,1, … , ܰ െ 1,  (1) 
 

ାଵݕ ൌ ାଵݔܩ   ାଵ,  (2)ݒܪ

where ݔ ∈ ܴ, ݓ ∈ ܴೢ, ାଵݕ ∈ ܴ, ାଵݒ ∈ ܴೡ  – are the vectors of state, process noise, measurement, 
measurement noise, respectively, ܣ,   – givenݑ ,are known matrices of corresponding dimensions – ܪ ,ܩ ,Г ,ܤ
control. 

The initial state ݔ, the process noise ݓ, the measurement noise ݒ are known to be able to take at any 
݇-th instant of time any value from the sets 

ݔ ∈ ܺ, ݓ ∈ ܹ, ାଵݒ ∈ ܸ, ݇ ൌ 0,1, … , ܰ െ 1,  (3) 

which are given in the form of convex polyhedron, which are known. 
It is known [2] that the result of the guaranteed estimation of the state vector ݔାଵ of systems (1) - (3) is 

the information set തܺାଵ. Based on the previous information set തܺ prediction locus state vector ݔାଵ  system 
is calculated 

ܺାଵ/ ൌ ܣ	 തܺାଵ  ݑܤ  Гܹ.  (4) 

According to the measurement results ݕାଵ set of states compatible with measurement are calculated 
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ܺሾݕାଵሿ ൌ ሼݔ ∈ ܴ|ݔܩ  ݒܪ ൌ ݒ	∀	ାଵݕ ∈ ܸሽ.  (5) 

Then we find the information set as the intersection area of the prediction locus and the set that is 
compatible with the measurements 

തܺାଵ ൌ ܺାଵ/ ∩ ܺሾݕାଵሿ.  (6) 

The operations in (4) - (6) are performed on sets: a linear transformation, the sum of sets in the 
Minkowski sense, and the intersection of sets. Let us consider an example to clarify operations (4) - (6) in the 
case when the sets ܺ,ܹ, ܸ are given as polyhedron. 

Example 1 
The matrices in the system (1), (2) have the value: 

ܣ ൌ ቀ1 0.01
0 1

ቁ , Г ൌ ሺ0 2 ∙ 10ିସሻᇱ, ܤ ൌ ሺ0 0.01ሻᇱ,			ܩ ൌ ,ଶ௫ଶܫ ܪ ൌ  .ଶ௫ଶܫ

The sets ܺ,ܹ, ܸ and the corresponding values of the variables ݔ,	ݓ,   are given (fig. 1). An exampleݒ
of building an information set is given തܺଵ (fig. 2), for ݑ accepted ݑ ൌ 0. 

  
Figure 1 – Sets ܺ,ܹ, ܸ 

 
Figure 2 – An example of building an information set 

As a rule, the form of information sets തܺାଵ, ݇ ൌ 0,1, … is quite complex, that is, the set can contain a 
large number of vertices and faces, and operations on sets are computationally complex for systems of large 
dimensionality in real time . Instead of the exact construction of information sets തܺାଵ use [7] the approximate 
value തܺ	ାଵ ⊇ 	ഥܺାଵ, i.e. approximation from above. 

Approximation of information sets 
We present the procedure of approximation of the information set without constructing the sum and the 

intersection of the sets. It is proposed to build an estimate തܺ	ାଵ of the information set തܺାଵ in the form of a 
convex polyhedron, obtained by approximating from above the “exact”, but implicitly given by the system of 
linear inequalities of the information set obtained for the system (1) - (3). When the initial constraints (3) on 
,ݔ ,ݓ ,	ݒ ݇ ൌ 0,1, … are polyhedrons, they can be set by systems of linear inequalities 

ݔ ∈ ܺ: ݔ௫బܣ	  ܾ௫బ, ݓ ∈ ܹ: ݓ௪ܣ	  ܾ௪, ݒ ∈ ܸ: ݒ௩ܣ	  ܾ௩, ݇ ൌ 0,1, … , ܰ െ 1.   (7) 
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The equations of the system (1), (2) together with the system of linear inequalities (7) describe the state 
of the dynamical system at the ݇-th step. In this case, the approximate information set തܺ	ାଵ at the ݇-th step 
will be set by the system of linear inequalities 

തܺ	ାଵ ൌ ൛ݔ ∈ ܴೣ: ݔ௫ೖܣ  ܾ௫ೖൟ, ݔ ∈ തܺ	ାଵ,  (8) 

Then the task of building an information set is reduced to solving a system of linear equations (1), (2) 
and inequalities (7) with respect to the estimated variable ݔାଵ, the problem of estimation in this case is 
reduced to a linear programming problem. 

 
Figure 3 – Approximation of the information set 

Let us consider an algorithm describing the approximation of the information set തܺାଵ based on the 
current measurement of ݕାଵ and the known value of the control ݑ. The vectors ݔାଵ, ,ݔ ,ݓ  ାଵ areݒ
unknown. The equations of the model (1), (2) the unknown variables will be moved to the one part, and the 
known - to another. We get a system of linear equations describing the model 

൜
ାଵݔ െ ݔܣ െ Гݓ ൌ ,ݑܤ
ାଵݔܩ  ାଵݒܪ ൌ .ାଵݕ

  (9) 

In matrix form, the system of equations (9) can be represented in the following way 

൫ூ ି ିГ 
ீ   ு ൯ ൭

௫ೖశభ
௫ೖ
௪ೖ
௩ೖశభ

൱ ൌ ቀ௨ೖ௬ೖశభ
ቁ.  (10) 

We get the system of linear inequalities from the constraints (7) 

ቐ
ݔ௫ೖܣ  ܾ௫ೖ;
ݓ௪ܣ  ܾ௪;
ݒ௩ܣ  ܾ௩.

  (11) 

In matrix form 

ቌ
0 ௫ೖܣ 0 0
0 0 ௪ܣ 0
0 0 0 ௩ܣ

ቍ൭
௫ೖశభ
௫ೖ
௪ೖ
௩ೖశభ

൱  ቌ
ܾ௫ೖ
ܾ௪
ܾ௩

ቍ.  (12) 

We approximate the information set തܺାଵ by the polyhedron തܺ	ାଵ with a set of faces, a vector of 
normals forming the rows of the matrix ܣ௫ೖశభ , i.e. we obtain the polyhedron (8). For each direction ܽ,  
(the	݅-th row of the matrix ܣ௫ೖశభሻ  we solve the linear programming problem 

ାଵݔ
∗ ൌ ,ܽ〉ݔܽ݉݃ݎܽ  ାଵ〉  (13)ݔ

under constraints (10), (12), where 〈ܽ,  ାଵ. Then from theݔ ାଵ〉 is the scalar product of vectors ܽ andݔ
equation of the hyperplane passing through the point ݔାଵ

∗  it follows that the ݅ െth coordinate of the vector 
ܾ௫ೖశభ  is equal to 
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ܾ௫ೖశభሺ݅ሻ ൌ 〈ܽ, ାଵݔ
∗ 〉.  (14) 

Next, we proceed to the calculation in the next step. 
The described algorithm allows one to construct an approximation of an information set in the form of a 

polyhedron of any shape without performing computationally expensive operations of the Minkowski sum and 
intersection of sets. Since the shape of the approximating set തܺೖశభ  is unknown, the directions ܣ௫ೖ should be 
chosen based on the requirements of the problem. The closer to the true information set the shape of the 
approximating polyhedron is given, the more accurate the approximation will be get and the less the 
estimation error will accumulate. 

Example 2 
Let us compare the approximations of the information set on a two-dimensional model of the angular 

motion of a spacecraft (SC). The state vector consists of the rotation angle ߮ and the angular velocity ሶ߮  . 
The model of lateral motion of a spacecraft is described by a system of differential equations 

൜
ሶଵݔ ൌ ;ଶݔ

ሶଶݔ ൌ ሺ1ݑ  ݑ										,ሻݑ∆ ൌ ൝
0.02
0

െ0.02
,  (15) 

where ݔଵ ൌ ߮	– spacecraft rotation angle, ݑ െ given control, ∆ݑ െ process noise arising from the operation 
of the propulsion system. 

The state space model and the measurement equation are 

൜
ାଵݔ ൌ ݔܣ  ݑܤ  Гݓ,
ାଵݕ ൌ ାଵݔ  ,ାଵݒ

  (16) 

where ܣ ൌ ቀ1 0.01
0 1

ቁ , Г ൌ ሺ0 2 ∙ 10ିସሻᇱ, ܤ ൌ ሺ0 0.01ሻᇱ, ݔ ൌ ሺ0 0ሻᇱ.		 

The set ܺ is set by a rectangle. 
ܺ0 ൌ ሼݔ ∈ ܴ2| െ 1.162755 ∙ 10െ4	݀ܽݎ  1ݔ  1.162755 ∙ 10െ4	݀ܽݎ, െ3 ∙ 10െ4	ݏ/݀ܽݎ  2ݔ  3	 ∙ 10െ4	ݏ/݀ܽݎ	ሽ. 

The set ܹ is given by a segment 
ܹ ൌ ሼݓ ∈ ܴଵ| െ 1.16  ݓ  1.16ሽ. 

The set ܸ is set by a rectangle. 
ܸ ൌ ሼݒ ∈ ܴଶ| െ 1.30767 ∙ 10ିସ݀ܽݎ, ଵݒ  1.30767 ∙ 10ିସ	݀ܽݎ,െ3 ∙ 10ିସݏ/݀ܽݎ  ଶݒ  3	 ∙ 10ିସݏ/݀ܽݎሽ. 

To approximate the information set by polyhedral, we define the sets തܺ,	ܹ, ܸ (fig.1) in the form of 
systems of linear inequalities  

തܺ ∶ 	ቌ

1 0
0 1
െ1
0

0
െ1

ቍݔ  ቆ
ଵ.ଵ
ଷ

ଵ.ଵ
ଷ

ቇ ∙ 10ିସ,ܹ ∶ 	 ቀ 1
െ1

ቁݓ  ቀ1.16
1.16

ቁ , ܸ ∶ 	ቌ

1 0
0 1
െ1
0

0
െ1

ቍݒ  ቆ
ଵ.ଷଵ
ଷ

ଵ.ଷଵ
ଷ

ቇ ∙ 10ିସ. (17) 

The simulation results are presented in figures 4 and 5. 
 

 

Figure 4 – Results of modeling the system of 
equations (16) and inequalities (17) 

Figure 5 – The result of the approximation of the 
information set, the comparison with the Kalman 

filter 
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Comparison of estimates for the Kalman filter and minimax filter 
The Kalman filter is used when it is assumed [21,23] that the process noise ݓ and measurement noise 

 , acting on the system are random variables with known distribution functions (fig. 5). The followingݒ
Kalman Filter equations are used to calculate the state vector	ݔ estimate ݔො 

ොାଵݔ ൌ ොݔܣ  ାଵݕାଵሺܭ െ  ොሻ (18)ݔܩ
ܭ ൌ ሺܣ ܲିଵܣᇱ  ГܳିଵГ′ሻሺሺܣ ܲିଵܣᇱ  ГܳିଵГᇱሻ   ሻିଵ (19)′ܪܴܪ
						 ܲାଵ ൌ ሺI െ ܣሻሺܭ ܲିଵAᇱ  ГܳିଵГᇱሻ, ݇ ൌ 1,… ,ܰ െ 1. (20) 

where the initial state vector ݔ~ܰሺ0, ܲሻ, the process noise ݓ~ܰሺ0, ܳሻ, the measurement noise 
,~ܰሺ0ݒ ܴሻ, ܲ, ܳ, ܴ	– are given. 

Covariance matrix ܲ, ܳ, ܴ set in such a way that the random variables ݔ, ,ݓ  fall into ߪ at the level 3ݒ
the sets ܺ,ܹ, ܸ. 

The actual value of the state vector of the system falls into the set with a certain probability. 

:ݔ ሺܺ െ തܺሻᇱ
షభ
ሺܺ െ തܺሻ  ݈ଶ, (21) 

where ݔ െ boundary of the confidence ellipse. The parameter ݈ is selected depending on the dimension 
of the vector ݔ and the confidence level. For example, the probability of finding a vector inside a two-
dimensional ellipse with ݈ ൌ 3 is 0.989. Compare the confidence areas constructed using the Kalman filter 
and the information using the minimax filter. 

Consider the situation when the process noise ݓ and measurement noise ݒ are not random variables, 
but change, for example, over the boundaries of the sets ܹ and ܸ, respectively. The Kalman filter in this case 
does not work correctly, because the true value of ݔ does not fall into the FK evaluation region (fig. 6 upper) 
or the confidence ellipse region is too large in comparison with the information set. The minimax filter gives 
the most accurate estimate, and the estimate of the information set തܺ	ାଵ ̅ gradually tightens up to a point (fig. 
6 below), i.e. get true value. 

If the process noise and measurement noise are random variables, with an unknown distribution law, then 
the use of the Kalman filter will not be justified [3]. In this case, it is possible that the true value of the state 
vector ݔ goes beyond the limits of the confidence ellipse (fig. 6b). 

If necessary, increase the accuracy of solving the problem of estimating the angular motion of a 
spacecraft, which is determined by the information set തܺାଵ, and it depends (4) on the set W. The sensor, 
which would measure the angular acceleration [12], can be included in the sensors of the onboard spacecraft 
control complex. This will lead to a decrease in the set W (3) and, as a consequence, an increase in the 
accuracy of estimation. 

 
Figure 6 – Simulation result when the process noise ݓ and measurement noise ݒ  along the set boundaries 

Multistep procedure for approximation of information set 
Example 2 presents an algorithm for approximation of the information set തܺାଵ based on one current 

measurement ݕାଵ. If this estimate is used to obtain an estimate of the information set തܺାଵ in the next step, 
then the inaccuracies resulting from the approximation in the previous step will accumulate with each step. 
Therefore, we will consider processing the measurement information for a given length L of the measurement 
sequence, i.e. over the entire observation period or the last few steps. 

Let us consider an approximation algorithm that takes into account information about measurements 
 ାଵ, obtained not from one previous step but from severalݒ , and measurement noiseݓ ାଵ, process noiseݕ
previous steps. Now it is necessary to increase the dimension of the system (10), (12) by including the 
variables ݔ, ,ିଵݔ … , ,ିݔ ,ିଵݓ ,ିݓ… ,ݒ … ,  is the number of previous steps. Using this	ܮ ି , whereݒ
algorithm, we find a more accurate estimate ܺ	 of the information set തܺ.  
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Set the number of previous steps ܮ, measurement values ݕ, ݕିଵ, … ,  ି and controlsݕ
,ିଵݑ ,ିଶݑ … ,  ି will be used to calculate the current estimate. Create a system of linear inequalitiesݑ
describing system (1) - (3) in the last ܮ steps 

ۉ

ۈ
ۈ
ۈ
ۇ

ܫ െܣ 0
0 ܫ െܣ
⋯ ⋯ ⋯

				
⋯ െГ 0
⋯ 0 െГ
⋯ 		⋯ ⋯

			
0 0 ⋯ 0
0 0 ⋯ 0
⋯ 	⋯ 	⋯ ⋯

0 			0 ܫ			 	െܣ ⋯ 0 െГ		 ⋯ ⋯ 0
ܩ 0 ⋯
⋯ ⋯ ⋯
0 ⋯ ܩ

				
⋯ ⋯ ⋯
⋯ ⋯ ⋯
⋯ ⋯ ⋯

		
⋯ 			⋯ ⋯ 0
⋯ 			⋯ 	⋯ ⋯
⋯ 			0 ⋯ یܪ

ۋ
ۋ
ۋ
ۊ

ۉ

ۈ
ۈ
ۈ
ۈ
ۈ
ۇ

ݔ
ିଵݔ
⋯

ିݔ	
ିଵݓ
⋯

ିݓ
ݒ
⋯
یିݒ

ۋ
ۋ
ۋ
ۋ
ۋ
ۊ

ൌ

ۉ

ۈۈ
ۇ

ିଵݑܤ
⋯

ିݑܤ
ݕ
⋯
ିݕ ی

ۋۋ
ۊ
.  (22) 

Create a system of linear inequalities describing the sets ܺି,ܹ, ܸ in the last ܮ steps 

ۉ

ۈ
ۈ
ۈ
ۇ

0 ⋯ ௫ೖషಽܣ
0 ⋯ 0
⋯ ⋯ ⋯

0 ⋯ 0
௪ܣ ⋯ 0
⋯ ⋯ ⋯

0 ⋯
0 ⋯
⋯ ⋯

0
0
⋯

0 ⋯ 0
0 ⋯ 0
⋯ ⋯ ⋯

0 ⋯ ௪ܣ
0 ⋯ 0
⋯ ⋯ ⋯

0 ⋯
௩ܣ ⋯
⋯ ⋯

0
0
⋯

0 ⋯ 0 0 ⋯ 0 0 ⋯ ௩ܣ ی

ۋ
ۋ
ۋ
ۊ

ۉ

ۈ
ۈ
ۈ
ۈ
ۈ
ۇ

ݔ
ିଵݔ
⋯

ିݔ	
ିଵݓ
⋯

ିݓ
ݒ
⋯
یିݒ

ۋ
ۋ
ۋ
ۋ
ۋ
ۊ

ൌ

ۉ

ۈ
ۈ
ۈ
ۇ

ܾ௫ೖషಽ
ܾ௪
⋯
ܾ௪
ܾ௩
⋯
ܾ௩ ی

ۋ
ۋ
ۋ
ۊ

. (23) 

We construct an approximation of the information set ܺ on the basis of systems (22), (23) 

ܺ ൌ ൛ݔ|ܣ௫ೖݔ  ܾ௫ೖൟ,			 തܺ ⊆ ܺ (24) 

For each direction ܽ, (the ݅-th row of the matrix ܣ௫ೖ) we solve the linear programming problem 

ݔ
∗ ൌ ,ܽ〉ݔܽ݉݃ݎܽ  〉 (25)ݔ

with constraints (22), (23), where 〈ܽ,  . Then about the ݅-thݔ 〉 is the scalar product of vectors ܽ andݔ
coordinate of the vector ܾ௫ೖ is equal to 

ܾ௫ೖశభሺ݅ሻ ൌ 〈ܽ, ݔ
∗〉. (26) 

Next, go to the next step ݇	 ൌ 	݇	  	1. 

 
Figure 7 – Results of solving a system of linear inequalities 

Let us compare the approximations of the information set for system (16), (17) of a one-step procedure 
with a multistep process, when the process noise ݓ and measurement noise ݒ vary along the boundaries of 
the sets ܹ and ܸ, respectively. According to the results of modeling (fig. 7), the information set obtained 
using a multi-step procedure is 0,04 times less. In comparison with the Kalman filter, the information set is 
0,58 times smaller than the confidence ellipse. 
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The neural network (NN) algorithm for solving the system of linear inequalities 
Traditional numerical methods for solving a system (7) do not allow achieving the necessary accuracy or 

requiring more time to be processed. Thus, the appliance of the neural network approach is of particular 
interest.  

Let us consider the neural network (NN) algorithm for solving the system of linear inequalities ݔܣ 
ܾ,where	ݔ ∈ ܴ, ܾ ∈ ܴெ െ vectors, ܣ െ matrix	݊ ൈ  with the use of analogy error module minimization ܯ
criterion [1]. The structure of NN, realizing the converting of input signal into an output one, adequate to 
solving the system of linear inequalities, will be the following (fig.8) with the function of activation 

ݕ ൌ ݂ሺݔܣ െ ܾሻ, (27) 
 

݂ሺ݃ሻ ൌ ൜
0,									݃  0,
് 0,				݃  0, 																					݉ ൌ 1,…  (28) ,ܯ,

where ݂ܴ߳ெ – continuously differentiable vector function, ܣ – weighting coefficient matrix (input data), 
ܾ – displacement vector, M – the number of limitations, equal to the number of inequalities. 

Error signal is defined as the difference between the received ݕ and the desired ݕത signals. As the required 
value for an output signal is ݕത ൌ 0, then error can be found in the following way 

݁ ൌ ݕ െ തݕ ൌ  (29)  .ݕ

The criterion for the quality of the system will be the achievement of a minimum of functional depending 
on the error. Let us consider the sum of modules of the error component vector as a ܨ functional  

ܨ ൌ |݁| ൌ ∑ |ݕ|
ெ
ୀଵ ൌ ∑ ቀ݂൫∑ ܽݔ െ ܾ

ே
ୀଵ ൯ቁெ

ୀଵ 	,  (30) 

where ܽ – A matrix elements, ܾ – b matrix elements, ݔ – x vector elements 
The process of solving finding will be in the search of such an output signal x in which the functional 

will be minimal 

ܨ ൌ ∑ |ݕ|
ெ
ୀଵ → ݉݅݊.  (31) 

Adjustment will be done with the use of the iterative gradient method 

ାଵݔ ൌ ݔ െ ,ݔ∆ ݔ∆ ൌ ܪ
డி

డ௫
ቚ
௫ୀ௫ೖ

,  (32) 

where H – gain factor. 
Let us find criterion gradient by differentiating (32), we will have 

డி

డ௫
ൌ ,ܣ்ݕ

డி

డ௫
ൌ  (33)  .்ܣݕ

Then the adjustment block equation will be the following 

ାଵݔ ൌ ݔ െ  .  (34)ݕ்ܣܪ

Thus, the full algorithm equation will be 

ݔ ൌ 0, 

ݕ ൌ ݂ሺݔܣ െ ܾሻ,  (35) 

ାଵݔ ൌ ݔ െ  .ݕ்ܣܪ

The scheme of this algorithm in the form of closed system is shown in figure 8. 
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Figure 8 – The structure of the neural network algorithm for solving systems of linear inequalities in case of 

error minimization 

Example 3 
Let's compare the time costs of solving a system of linear inequalities using the neural network approach 

with solving a linear programming problem. Consider a system of linear inequalities 

൝
െݔଵ െ ଶݔ  1;
െ2ݔଵ  ଶݔ  4;
ଵݔ4 െ ଶݔ  2.

 

The results are presented in figure 9. The time spent on solving the linear programming problem is 
ݐ ൌ ݐ and the time spent on the neural network algorithm is ,ݏ	0,549 ൌ  .ݏ	0,105

 
Figure 9 – Results of solving a system of linear inequalities 

Conclusion 
Algorithms for estimating the state of a dynamic system using linear programming methods are obtained. 

The results of the comparison of the guaranteed estimation with the Kalman filter are given, where the 
guaranteed estimation shows more accurate results in the case when there is no statistical information about 
changes in process noise and measurement noise. A multi-step procedure for the approximation of information 
sets is described, which makes it possible to increase the accuracy of estimation. One of the possible methods 
for accelerating the operation of the algorithm is their neural network implementation. 
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Abstract 
A robotic joint containing a flexible element approach is considered. The methods of increasing the 

torque measurement accuracy, reducing the joint weight and its manufacturing costs are presented. 
Keywords: mechatronics, modular design, flexible joint, compliance, safety, reliability, additive 

manufacturing. 

Introduction 
Among many trends in modern mechatronic units design for robotics there are the development of the 

modular principle and the torque control systems improvement. The modular principle is well known in 
technology, and in robots it is applied at several levels. The upper level is represented by large subsystems 
such as mobile platforms or robot arms; for example, the same manipulators are used as the arms of Justin[1] 
and TORO[2] robots developed by DLR. Further, robotic joints can be modules themselves, and it is common 
practice that a manipulator often includes a limited number of joint sizes [3] or even only one size [4]. At the 
lower level, inside the joint, modularity is manifested in interchangeable functional elements – drives, 
gearboxes, electronics units, sensors, etc. In general, the idea of modularity is associated with two application 
strategies: interchangeability of components and extensibility of the system. In the latter case, the use of 
modularity opens up the possibility to create a family of joints that differ in configuration, for example, 
with(without) an electromagnetic brake, or with (without) a link position sensor, which leads to increased 
flexibility in development and reduces the average development costs. 

It is quite difficult to separate the torque control problem in manipulation systems from the compliance 
control problem. Currently in torque control design, there are three main technologies for joint output torque 
measuring, i.e. indirect torque measurement, micro- and macro-measurement. Indirect, or sensorless, torque 
measurement [5] is based on the information about the motor current, as well as on models connecting motor 
current with joint torque, primarily, the friction model. Torque micro-measurement involves the measurement 
of micro-deformations, for example, by means of strain gauges [6-8]. On the contrary, macro-measurement is 
associated with integrating the elements with significant compliance into the joints and measurement of their 
deformation by position sensors, such as resolvers or optical position sensors [9,10]. Considering compliance, 
the first two cases, we are talking about the virtual elasticity provided by software, while in the latter case, the 
compliance is natural, mechanical. In practice, this means that in the case of external shock loads, such as 
impacts, the mechanical elasticity will react instantly, with a time constant determined by the physical 
characteristics of the element, with the deformation primarily subjected to the elastic element, while the 
gearbox and the drive will perceive only a long-time impact. Thus, the elastic mechanical element acts as an 
external load filter and contributes to the mechatronics unit reliability. 

Reliability is also improved by strain gauges elimination, because they are less reliable than position 
sensors, while requiring a large number of signal wires. At the same time, the problem of temperature 
sensitivity is reduced, since the only temperature-dependent parameters are elastic (young's modulus) and 
thermal (linear expansion coefficient) properties of the flexible element, and the thermal effects are weak in 
the typical temperature range. Indirect torque measurement (by drive current) significantly loses to other 
methods in accuracy. Thus, the modular approach and the inclusion of a mechanically flexible element into 
the joint structure are of interest for the design of a robotic arm joint with increased torque measurement 
reliability. 

Design description 
The following design requirements were laid down: 
 quick replacement of individual functional elements of the joint (motor, gearbox, brake, etc.); 
 interchangeability of any functional element with any similar element in another version with other 

characteristics; 
 the complete set of the joint should include: the output torque sensor, the rotor position sensor and the 

link position sensor; 
 the shaft should be hollow, providing internal cabling; 
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 joint weight and dimensions should be minimal, taking into account other requirements; 
 joint cost should be minimal, considering the pilot and small-scale production; 
 output torque should be up to 200N•m, speed up to 14 rpm. 
To meet these requirements, the joint was divided into functional modules. This solution always leads to 

the deterioration of weight and size characteristics due to own housing of each module and increased number 
of fasteners. To reduce the weight and dimension growth as a result of modular design use, a joint structural 
analysis was carried out with the partial material replacement from aluminum to a lighter polycarbonate 
plastic. Since the strength is reduced by almost 5 times (tensile strength of PC plastic is 61 MPa, bending 
strength – 103 MPa) [11], detailed strength analysis is required. In particular, as will be shown below, it is 
important to take into account the bolted joints tightening forces and contact stresses. 

The use of plastic compatible with 3D printers operating on FDM technology can significantly reduce the 
parts manufacturing costs. This raises the technological problem of ensuring the required surface treatment 
quality, accuracy and dimensional stability. Thus, for each plastic joint part, a modified 3D-model was created 
with dimensions different from the nominal, taking into account the technological features of printing. The 
initial data for the models modification were obtained by analyzing the test samples geometry, as a result of 
which the shrinkage coefficients, the processing allowances values and allowances "in the middle of the 
tolerance field" were obtained. 

 
Figure 1 – Joint design in cross-section 

Free volumes in the radial direction are used to preserve the joint dimensions provided in case the 
modular design is used. Thus, it was possible to place the brake module around the drive module, almost 
without increasing the axial dimension (not counting the thickness of the brake disc), and the elastic element is 
located around the gearbox (harmonic drive) module on 70% of its axial dimension. Module connections are 
made either by screws in a thread cut in the housing of another module (cable transition and the elastic 
element, the elastic element and the harmonic drive, the commutation unit and the brake), or with the nuts on 
the free ends of the bolts fixed in the unit hull (drive with brake and gearbox flange connection). 

The electric circuit runs from the brake flange, which external diameter has four RPMM1 connectors. 
These connectors provide one of the best ratios of transmitted current to the connector area among the 
connectors for volume mounting. The use of PCB installation connectors, having smaller dimensions, is 
difficult because of the need to organize additional guides in order to protect the contacts from the loads 
perceived by the joint, first of all, bending moment. At the same time, the RPMM1 connectors design provides 
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centering bushings and studs, and the contacts are made floating, which provides a simple articulation and 
protects against lateral loads. 

In the absence of a brake in the joint configuration, a simple transition flange similar to the cable 
transition flange is used to attach to the manipulator's previous link. The connectors and mounting points for 
the brake flanges and the cable transition are fully consistent with each other. 

Both the brake and the motor comprise one internal connector for docking with the commutation module. 
D-SUB and RPS connectors are used. The choice of the RPS connector is due to its small size and weight, 
which increases resistance to vibration. The choice of the D-SUB connector is due to the convenience of 
angular mounting on the PCB, the housing rigidity and the connector compactness. The main purpose of the 
commutation unit is the housing of the link angular position sensor, signal transmission from the drive rotor 
position sensor (RPS), as well as power transmission to the brake and to the stator. In this case, the control 
electronics and the power supply are located separately from the joint. This solution allows to minimize the 
joint dimensions, without requiring the use of microassemblies or dense installation of components on the 
control boards. If necessary, the commutation module  hull can be made in the variant involving installation of 
the joint control and the power drive boards. 

The hall sensor installed on the stator current drive board [12] is used as a RPS. The relatively low 
accuracy of the sensor is compensated by a high gear ratio. For stator cooling the air channels are provided 
inside the rotor shaft, as well as the grooves in the lid of the motor block, and the grooves in the housing of the 
switching unit. Thus, it is possible to overload the motor if the forced ventilation is provided to the hollow 
shaft. The air cooling line resistance is ~15 Pa, which allows the use of an axial fan with a diffuser for cooling. 

The harmonic drive is installed according to the classical scheme on two supports, one of which 
corresponds to the fast shaft (rotor). The mechanical power supply to the gearbox is realized via Oldham 
clutch that ensures correct wave generator alignment [13]. 

Flexible flange 
The use of a flexible flange as an additional (elastic) element in a joint allows to solve the following 

problems: 
 when operating in position mode, the flange deformation allows to eliminate positioning errors;  
 the macro-scale flange deformation measurement improves the torque measurement accuracy, and the 

measurement itself is made in a contactless way; 
 the flange compliance allows the collision with an obstacle to stop the movement in a timely manner, 

preventing damage to the joint and/or obstacles. 
In addition, in the presence of a sufficiently high structural damping of the flexible flange material, it is 

possible to avoid self-oscillating processes after frequent changes in the joint rotation direction. Based on the 
advantages that are expected to be achieved by installing a flexible element, one can choose the material for its 
manufacturing. Possible flexible flange materials are: spring steel type G92600, aged high-strength aluminum 
alloy type 2024, magnesium alloys type AZ80A, plastics. The main characteristics of these materials are given 
in table 1. Materials strength and elasticity are obtained from [11], hysteresis loss coefficients are obtained 
from [14]. 

Table 1. Flexible flange materials 

Material Strength, MPa Elastic modulus, 
GPa 

Strength/ 
elasticity 
relation 

Hysteresis loss 
ratio 

Spring steel 1375 212 6,5·10-3 0,01 
Hardened  
aluminum alloy 320 72 4,5·10-3 0,02 

Magnesium alloy 330 42 7,8·10-3 0,02 
PLA plastic 55...57 2,3...3,3 17...24·10-3 0,1 
PC plastic 61...103 2,1 32...49·10-3 0,1 

 

Table 1 shows that the best material that provides both high torque sensitivity and high structural 
damping coefficient is polycarbonate plastic. However, the limited plastic strength imposes restrictions on the 
elastic element dimensions from below, and also requires precautions against bending loads. Thus, the elastic 
element is a flange, designed to receive the torque output from the outer diameter corresponding to the 
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maximum size of the joint. For the perception of lateral loads the outer rim of the flange rests on a crossed-
roller bearing [15]. Since bending of the flange flexible elements can lead to the change of the external 
diameter, the direct placement of the position sensor scale ring on the flexible flange is impossible. To install 
the position sensor ring, a slot connection is provided with centering on the slot sides and sufficient clearance 
on the slot inner diameter. 

Increasing the flange compliance increases torque measurement accuracy, and also reduces the speed 
requirements to the electric motor, increasing the time constant of the flexible flange. At the same time, too 
high compliance of the flange leads to undesirable resonances in the low frequency band, and to increasing of 
joint settling time in the case of a fast load change. Thus, there is some optimal value of the flange torsional 
stiffness. However, since the lower limit for the flange natural frequency depends on the manipulator 
configuration, and the dynamic requirements are determined by specific tasks of the robotic system, it is 
impossible to specify the optimal value of the joint stiffness in advance. In this regard, it is assumed to 
manufacture a number of various flexible flanges having different stiffness values. Analysis of scientific and 
technical information on elastic elements [16-19] allows the following classification: 

1) a continuous disk with a groove to a minimum cross-section [16]; 
2) disc with a circular array of holes; 
3) perforated disc;  
4) wheel with rim: straight spokes, tangent to the inner sleeve; 
5) wheel with rim, spiral spokes, tangent to inner and outer bushings; 
6) wheel with rim, spokes of variable thickness, normal to the circumferences of bushings [18]; 
7) wheel with spiral multi-coiled spring [19]; 
8) wheel with T-shaped spring spokes [17]. 
As a criterion evaluating the flange geometry we will use the complex value 

 nT

E
K





, 

where T is the applied torque, n is the minimum safety factor, E is the modulus of elasticity, [] is the tensile 
strength corresponding to the selected destruction model,  is the flange twist angle. This criterion makes it 
possible to compare flanges made of different materials and designed for different loads. Figure 2 shows the 
above classification with indications of the approximate value of K.  
 
 

  
Figure 2 – Stress distribution and compliance in flanges of different type 

Type 7, a spiral multi-coiled spring, is represented by a multiple spiral. At the same time, when 
implementing a single spiral, the K complex can take values much greater than 1, depending on the number of 
revolutions of the spiral. Thus, the considered classification allows to choose the desired value of the flange 
stiffness within a wide range (from values close to zero to the values of K equal 7 to 10 when using a multiple 
spring) for any selected material. However, it should be kept in mind that the single helix distributes the load 
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unevenly, does not support the concentricity of the load diameters, and is most susceptible to changes in the 
outer diameter under deformation. The double spiral does not cause negative effects associated with the outer 
diameter non-concentricity, and is much more rigid in the radial direction, but its application requires high 
rigidity of the supporting bearing due to the extremely low bending stiffness of the flange. All other 
considered designs can have an arbitrary number of spokes, due to the desired uniformity of the load 
distribution, the exact value of the stiffness and K-value, and geometric constraints in the design.  

Figure 3 shows the type of elastic flange developed for the joint in question. As the main scheme was 
taken the type 6, modified to take into account the chosen material and the requirements for bearing capacity 
and stiffness. Polycarbonate plastic was chosen as the material for the elastic flange. As for the joint prototype 
PLA plastic is used, which is more simple at printing, the strength analysis was carried out for lower values of 
critical stress. Due to the brittleness of the plastic, the fracture criterion is adopted by the Mohr-Coulomb 
model [20]. The flange compliance is  
12,5 °/kN·m, the K-value for this type is 0,5 °/N·m. The size of the gaps between the flange spokes ,is 
selected in such a way that when exceeding the maximum torque the spokes come into contact with each 
other.Thus,if short-term impacts cause cracks, due to the grooves in the contact area they occur in the area 
above the groove, which does not bear load. Thus, the protection of the harmonic drive from high short-term 
loads is provided. 

 
Figure 3 – Flexible flange design used in developed joint 

Torque measurement accuracy estimation 
Torque signal is built upon the readings of the RPS and the link position sensor. The discretization of the 

Hall sensor, acting as RPS, is 12 bits per revolution, which corresponds to a resolution of 316 angular seconds. 
A scale ring with a readhead Resolute by Renishaw[21] are used as position sensor. With a 115mm scale ring 
diameter, the accuracy of this system is 2,44 angular seconds. Since the position of the output link is 
determined by the position of the rotor with a reduction of 1:160, the effective accuracy of the Hall sensor is 
1,98 angular seconds. The error introduced by the harmonic drive is up to 5 angular seconds [13]. Thus, the 
total measurement error (its upper limit) of the output flange twist is 8,14 angular seconds. Given the stiffness 
of the elastic flange, this corresponds to an accuracy of 0,09 % of the maximum measured torque. The level of 
torque measurement systems accuracy currently corresponds to 0,1-0,3 % of the measured torque [22]. 

Using the Renishaw measurement system error graph, the accuracy of the latter can be increased to ~1 
angular second, so the torque measurement accuracy will reach 0,05 %. In this case, the measurement linearity 
is provided by the loading of the material in the proportionality area, which in fragile polycarbonate plastic 
practically coincides with the allowable stress area. The increase in the compliance (K-value) of the flange 
reduces the influence of the error of the harmonic drive backlash. Thus, at K = 1 °/N·m, the backlash effect is 
comparable to the errors of position sensors. However, the joint dynamic performance deterioratea as a result 
of the increase in compliance. 

Additive manufacturing usage 
To reduce the manufacturing costs and improve the joint parts manufacturability its parts are made of 

polycarbonate plastic by 3D printing. Piece molding was performed by the 3D-printer Picaso Designer Pro 
250 [23]. The main fabrication limitations production on this printer are related to parts dimensions (no more 
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than 210x200x200 mm), manufacturing accuracy (passport accuracy 11 microns), operating loads and local 
stresses. The test printing revealed the following distinctive features of manufacturing: 

 shrinkage of the material is 0,5 – 1 %, and has good repeatability at similar points; 
 shrinkage of the material at different points of the platform differs to 0,6 %; 
 dimensional accuracy instead of the passport ±11 microns is actually ±24 microns, because thin 

printing slices lead to local defects due to the uneven layout of the material; 
 printing accuracy of the first 4 layers is significantly lower than the following. 
To eliminate these shortcomings, the part is scaled before sending to the preprocessor in accordance with 

a pre-defined map of shrinkage (see Figure 4), and a technology allowance of 50 microns in the particularly 
important places is left. If it is necessary to obtain higher accuracy, the allowance is removed by a mechanical 
lathe or grinding tool. 

The contact stresses in the tightening zone of bolted joints are shown in Figure 5. It’s worth noting that 
the stresses caused by operating loads are close to zero in this case. In all cases, allowing the use of washers, 
the contact area was increased, which made possible the use of plastic parts instead of metal. In Figure 6, 
details made of plastic are highlighted in color. The replacement of the material resulted in weight saving of 
0,77 kg (13 %), and the cost savings for the parts manufacturing amounted to almost 60 % of the original costs 
(taking into account the features of pilot and small-scale production). 

 
Figure 4 – Map of shrinkage ratios and tolearnce fields of printed parts 

 

 
Figure 5 – Contact stress in brake hull without and with a washer 
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Figure 6 – Parts replaced with polycarbonate ones 

Conclusion 
As a result of installing an elastic element as one of the modules of the robotic joint, it is expected to that 

the torque measurement accuracy will significantly increase, while the contactless measurement removes 
restrictions on the joint rotation angle.  

The proposed design solution is a compromise, combining compactness, low weight and the advantages 
of modularity, such as quick replacement of the main functional elements of the joint and flexible 
configuration. At the same time, the modular principle could not be fully implemented, since if some elements 
(for example, brakes) are excluded, some "passive" modules that perform secondary functions should be 
installed in their place. In particular, when the electromagnetic brake modules are excluded, an empty hull 
with electrical connectors must be installed in its place to preserve the integrity of the power supply circuit. 

Manufacturing of parts with FDM technology printing has significantly reduced the joint manufacturing 
cost. This substitution was made possible only the calibration of the 3D printer based on the results obtained 
during testing printing. When analyzing the possibility of manufacturing parts using additive technology, it is 
necessary to conduct a strength analysis for each part, including analysis of contact stresses arising during 
assembly - from threaded connections tightening, rivet installation, etc. 

Currently a simplified laboratory prototype of a 3-DoF manipulator is designed and being manufactured 
based on the developed joints. It will be used to test manipulator control algorithms that consider the joints 
elasticity. 

References 
 C. Borst, T. Wimböck, F. Schmidt, M. Fuchs, B. Brunner, F. Zacharias, P.R. Giordano, R. Konietschke, 1.

W. Sepp, S. Fuchs, Rollin’Justin – mobile platform with variable base, in IEEE International Conference 
on Robotics and Automation, 2009, pp. 1597–1598 

 J. Englsberger et al., "Overview of the torque-controlled humanoid robot TORO," 2014 IEEE-RAS 2.
International Conference on Humanoid Robots, Madrid, 2014, pp. 916-923. 

 Bischoff R. et al. The KUKA-DLR Lightweight Robot arm-a new reference platform for robotics research 3.
and manufacturing //ISR 2010 (41st International Symposium on Robotics) and ROBOTIK 2010 (6th 
German Conference on Robotics). – VDE, 2010. – С. 1-8. 

 Jaekel S. et al. Design and operational elements of the robotic subsystem for the e. deorbit debris removal 4.
mission //Frontiers in Robotics and AI. – 2018. – Т. 5. – С. 100. 

 De Luca A., Mattone R. Sensorless robot collision detection and hybrid force/motion control 5.
//Proceedings of the 2005 IEEE international conference on robotics and automation. – IEEE, 2005. – С. 
999-1004. 

 Kanemoto Y. et al. Compact and High Performance Torque-Controlled Actuators and its Implementation 6.
to Disaster Response Robot //2018 IEEE International Conference on Robotics and Automation (ICRA). – 
IEEE, 2018. – С. 1-7. 



558 

 Kim I. M., Kim H. S., Song J. B. Design of joint torque sensor and joint structure of a robot arm to 7.
minimize crosstalk and torque ripple //2012 9th International Conference on Ubiquitous Robots and 
Ambient Intelligence (URAI). – IEEE, 2012. – С. 404-407. 

 Titov V., Shardyko I., Isaenko S. Force-torque control implementation for 2 DoF manipulator //Procedia 8.
Engineering. – 2014. – Т. 69. – С. 1232-1241. 

 Pratt G. A., Williamson M. M. Series elastic actuators //Proceedings 1995 IEEE/RSJ International 9.
Conference on Intelligent Robots and Systems. Human Robot Interaction and Cooperative Robots. – 
IEEE, 1995. – Т. 1. – С. 399-406. 

 Bodie K., Bellicoso C. D., Hutter M. ANYpulator: Design and control of a safe robotic arm //2016 10.
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). – IEEE, 2016. – С. 1119-
1125. 

 MatWeb: Material Property Data. [Electronic source]. URL: http://www.matweb.com 11.
 TQ-Drives Motor Characteristics ILM70x18 Rev100 [Electronic source]. URL: https://www.tq-12.
group.com/filedownloads/files/products/robodrive/data-sheets/en/DRVA_DB_Servo-
Kits_ILM_EN_Rev402_Web_01.pdf 

 CobaltLine-CPM/CPH/CPS Units. Engineering Data. [Electronic source]. URL: 13.
https://harmonicdrive.de/fileadmin/user_upload/ED_CobaltLine-CP_E_1019640_01.2016_V01.pdf 

 Henrik Sönnerlind. Theory and mechanisms of damping in structural mechanics [Electronic source]. 14.
URL: https://www.comsol.ru/blogs/damping-in-structural-dynamics-theory-and-sources/ 

 ТНК. Bearings with cross rollers. Catalogue. [Electronic source]. URL: 15.
https://tech.thk.com/upload/catalog_claim/pdf/382-1R_rossRollerRing.pdf 

 Sergi F., Lee M. M., O'Malley M. K. Design of a series elastic actuator for a compliant parallel wrist 16.
rehabilitation robot //2013 IEEE 13th International Conference on Rehabilitation Robotics (ICORR). – 
IEEE, 2013. – С. 1-6.  

 Martins L. T. et al. Design of a modular series elastic upgrade to a robotics actuator //Robot Soccer World 17.
Cup. – Springer, Cham, 2014. – С. 701-708.  

 Liu H. et al. Design and vibration suppression control of a modular elastic joint //Sensors. – 2018. – Т. 18. 18.
– №. 6. – С. 1869. 

 Lagoda C. et al. Design of an electric series elastic actuated joint for robotic gait rehabilitation training 19.
//2010 3rd IEEE RAS & EMBS International Conference on Biomedical Robotics and Biomechatronics. – 
IEEE, 2010. – С. 21-26. 

 Mohr-Coulomb Stress Criterion. Help system article. [Electronic source]. URL: 20.
https://help.solidworks.com/2017/English/SolidWorks/cworks/r_Mohr-Coulomb_Stress_Criterion.htm  

 RESOLUTE™ FS absolute optical encoder with Siemens DRIVE-CLiQ serial communications. 21.
[Электронный ресурс] URL: https://resources.renishaw.com/en/details/--87330 

 Torque Sensors for Static and Dynamic Applications [Electronic source] URL: https://www.te.com/usa-22.
en/products/sensors/torque-sensors.html?tab=pgp-story 

 Designer Pro 250 printer. Technical specification. [Electronic source] URL: https://picaso-23.
3d.com/ru/products/printers/designer-pro-250/ 

  



559 

A. Vasiliev, I. Shardyko 

ANALYSIS, DETECTION, REACTION AND PREVENTION OF POTENTIAL CRITICAL 
SITUATIONS FOR LIGHT-WEIGHT MOBILE ROBOTS  

The Russian State Scientific Center for Robotics and Technical Cybernetics, Saint-Petersburg 
andrey@rtc.ru, i.shardyko@rtc.ru 

Abstract 
Mobile robots represent an extensive trend in robotics and are widely used in the modern world. Due to 

the fact that the failure of the mobile robot to perform a specified task often has a high price, questions of 
reliability and robustness are of utmost urgency. This paper gives a brief description of modern mobile robots 
and analysis of the tasks they solve, also factors that could lead to the failure of the robot or the failure of the 
mission (risk factors) were identified. Risk factors may have an objective (environmental factors and inertial 
forces) or abnormal nature (failure of aggregates). In this study, only objective factors are considered. Based 
on the analysis of tasks and risk factors, the main types of critical situations that lightweight mobile robots can 
face are defined. An analytical review on the detection and countering of critical situations has been carried 
out, on the basis of which underexplored areas that deserve further research are established. 

Keywords: mobile robots, mobile manipulators, lightweight robotic complexes, kinematic model, 
dynamic model, detection of critical situations, robustness, tip-over, sliding, slippage. 
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Introduction 
Mobile robots have received widespread employment in the modern world is such fields as inspection, 

intelligence, disaster response in conditions hazardous to humans, planetary research, etc. In general, mobile 
robots are determined by presence of two main subsystems: a mobile platform and a manipulation complex. 
There are a variety of mobile robots created to date that primarily differ in weight, size and design features.  

Various classifications have been proposed to set the structure of research and development in the topic 
of mobile robots. For example, in [1] a classification of mobile robots by weight and size was suggested. 
According to the method of locomotion, there is a well-established division [2] of mobile platforms into 
wheeled [3, 4], tracked [5, 6], legged [7, 8] and hybrid [9, 10], examples of which are shown in Figure 1. 

Mobile robots applications are largely associated with non-deterministic environmental conditions, 
which naturally increases the likelihood of mission failure due to the loss of robot locomotion ability. 

In [11] mobility of a transport-technological vehicle is defined as an integral property of its exploitation 
which determines the ability of this vehicle to perform the specified task with optimal adaptability to the 
operating conditions and technical state of the vehicle itself. There are two well-established types of mobility, 
i.e. operational and structural mobility. Operational mobility determines the ability of a vehicle to perform a 
task under specified operating conditions, including both environmental features and loading modes of the 
vehicle. Structural mobility is determined by the ability to resist changes in the vehicle structure during its 
functioning (wear of components, systems and units, destruction of structures due to the influence of 
aggressive environmental factors, impacts, etc.). Maintaining mobility is closely linked with ensuring the 
dynamic adaptability of the vehicle to changing conditions. 

    
  Wheeled Tracked Legged Hybrid 

Figure 1 – Mobile robots with different methods of locomotion  
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With regard to mobile robots, which are unmanned autonomously operating vehicles, the solution of the 
adaptability problem is directly related to the ability of their control systems to detect (predict) critical 
situations (CS) in due time and take effective measures to respond to them or prevent them if possible. 

The purpose of this article is to identify risk factors that pertain to the movement of a mobile robot and a 
list of possible CSs that may lead to emergencies, as well as to analyze the current level of research 
concerning CS detection and emergencies prevention and identify promising areas of research in the field of 
mobile robot adaptive control. 

To be specific, in the early stages of this study the authors confine themselves to lightweight mobile 
robots (light category and lower, i.e. weighing less than 150 kg [1]). This restriction is rather arbitrary and is 
caused, first of all, by the fact that the problem of providing mobility for small robots is more critical [2]. 
Particularly the problem considered in this paper is relevant for small-scale mini-and microclass robots, 
which, due to their small sizes (tens of centimeters), have to move in an environment with macro-obstacles, 
i.e. obstacles comparable or superior to the size of the robot [12]. 

Analysis of risk factors and critical situations 
Study of factors that can adversely affect the operation of mobile robots should begin with a task 

analysis. The tasks of mobile robots can be considered at two levels: operational, i.e. in terms of the robot 
applications; and tactical, regarding elementary motion and manipulation tasks. 

The list of operational tasks can comprise the next entries: 
 CBRN (Chemical, Biological, Radiological and Nuclear) activities [3, 6]; 
 disaster response [5, 6, 9, 10]; 
 planetary research [13, 14, 15]; 
 service applications (logistics, agriculture etc.). 
These tasks assume the execution of some scenarios built from elementary (tactical) actions, the latter 

comprising: 
 locomotion on firm plane surfaces with normal cohesion (concrete, asphalt); 
 locomotion on soft or compliant plane surface with cohesive soil (grass, loam); 
 locomotion on plane surfaces with low-cohesive soil (sand, lunar regolith); 
 locomotion on firm slippery surfaces (ice, thin dust on firm surface); 
 locomotion on a slope with normal cohesion; 
 locomotion on a slope with low cohesion; 
 locomotion upstairs and downstairs; 
 traversing trenches; 
 traversing cliffs; 
 in-tube locomotion; 
 traversing/avoidance static obstacles; 
 traversing/avoidance moving obstacles; 
 manipulation. 
Considering the control system of a mobile robot, which lies in the focus of the present study, the 

solution of the listed tasks is primarily the responsibility of the mobile platform. In turn, the manipulation 
complex may both complicate the tasks associated with the robot motion and assist the mobile platform, e.g. 
by translating the center of mass of the robot in a given direction or providing additional support for the 
mobile platform to surpass obstacles [16]. Manipulation tasks are not considered thoroughly in the context of 
the proposed research, since they present a vast topic themselves and they are not directly related to the 
problem of CSs response and prevention. At the same time, the motion as well as the current configuration of 
the manipulation complex should certainly be taken into account, since they can play a significant role 
regarding CS arising and response to it. Thereby, a number of elementary actions are taken as manipulation 
tasks in the current study, such as: free motion of a manipulator, interaction with moving and stationary 
environmental objects, and interaction with the ground. 

Speaking of non-deterministic environments, real-time determination of environmental parameters 
(geometrical and supporting) as well as robot own actual parameters, is essential to perform the motion of a 
mobile robot. The solution of this problem lies in the responsibility of the sensing system of a mobile robot. 

The risk factors that can lead to critical situations include both external (environmental) factors and 
internal factors (related to the robot itself). External risk factors are represented by three groups (see Figure 2): 

1) geometric characteristics of the environment (local irregularities, various obstacles); 
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2) specification of wheels/tracks interaction with the ground (slippery surfaces, low-cohesive soils); 
3) gravity. 

 
Figure 2 – Risk factors that can cause critical situations 

Internal risk factors include normal, that refer to inertial forces affecting the platform and the arms, and 
abnormal, reflecting the possible failure of the units and hardware of the robot. Abnormal factors present a 
subject of a separate study, therefore not considered in this paper. 

CSs are essentially processes concerning a mobile robot, leading either to the termination of the robot 
activity, or to deviations from the nominal execution of the mission, requiring additional actions from the 
operator, including nontrivial ones. An example of the latter situation is the tip-over of the robot without 
significant damage, after which the operator, using the robotic arm(s) and platform mobility, must find a way 
to return the robot to its nominal position.  

The ultimate goal of this study is to build a mobile robot control system capable of detecting a CS and 
responding to it, as well as to prevent CSs if possible.  

Potential critical situations that can be caused by the previously mentioned risk factors are presented 
in Table 1. 

Table 1. Critical situations and risk factors causing them 

Critical situation Risk factors 
Traction loss (longitudinal skidding) Slippery surfaces 

Uneven ground (slopes) 

Inertial forces 

Spinning Low-cohesive soil 

Slippery surfaces 

Deviation from trajectory (lateral skidding) Slippery soil 

Low-cohesive soil 

Uneven ground (slopes) 

Embedding/entrapment Low-cohesive soil 

Tip-over Uneven ground (slopes) 

Gravity 

Inertial forces 

Contacts with environment 



562 

Critical situation Risk factors 
Fall Cliffs 

Gravity 

Inertial forces 

Propulsion loss  

(one or more wheels/tracks break from the ground) 

Uneven ground (slopes) 

Obstacles 

Full surface loss (take-off) Local (surface) irregularities 

Inertial forces 

 

The action of such factors as slippery surfaces (low friction at traction points), low-cohesion soils, 
uneven ground (mostly slopes), as well as inertial forces may cause the propulsion loss of the mobile platform, 
resulting in slippage of some kind.  

Slippage is the process of simultaneous translation of all track/wheel (further collectively referred as 
traction units) points that are in contact with the surface [17] (i.e. traction points). Slippage occurs when 
longitudinal or lateral forces affecting a traction unit exceed cohesive forces between the traction unit and the 
surface. Two types of slippage are typical for vehicle motion, that are not usually separated in literature, being 
referred to as just slippage. Still, both the cause and the effects of these phenomena are rather different, thus it 
is reasonable to consider them separately.  

The first one is the longitudinal slippage of traction unit, or spinning, the direction of which coincides 
with the direction of tangential velocity of traction points, so that linear velocity of the traction unit axis 
connected with the vehicle body becomes less than the velocity of that axis in case there is no slippage [17]. 
Spinning is caused by excess of tractive forces over cohesive forces. The danger of spinning lies in the 
possibility of embedding of traction units into soil, which may further lead to absolute loss of vehicle 
mobility. Skidding (longitudinal skidding) is the opposite phenomenon, when the longitudinal slippage of 
traction unit comes in the direction, opposite to the tangential velocity of traction points, so that linear velocity 
of the traction unit axis connected with the vehicle body becomes greater than the velocity of that axis in the 
no-slippage case [17]. There may also be lateral slippage which also has the skidding, or sliding, nature. 
Sliding here assumes skidding in the case when longitudinal velocity of the platform is zero. 

Tip-over happens when non-zero moment acts on the robot about one of the axes (axes of tip-over), 
bounding the support polygon of the robot on the surface. This moment may be caused by gravity, inertial 
forces, or contacts with external objects.   

Falling off a cliff is dangerous by itself as a shock load, however, landing in a nominal position results in 
minimal damage for the mobile robot, whereas landing on a robot side or upside-down will have a high 
probability of destruction or failure of onboard equipment and robotic arms. 

If one or more traction units lose contact with the ground (take-off from the surface occurs) for a short 
time, it causes controllability loss of a mobile robot which in the best case leads to more or less substantial 
deviation from the specified trajectory, while in the worst case – to more dangerous situations up to an 
accident or a crash (falling, tip-over). 

Detection, as well as response and prevention of CSs, requires tracking some metrics that represent the 
distance of current robot state from the CS boundary. Calculation of metrics, in turn, requires knowledge of 
corresponding mathematical models of robot itself and of its interaction with the environment, particularly, 
dynamic models. 

Specific features of mobile robots modeling  
It’s important to make a note that there are three types of mathematic models depending on their purpose: 

natural model, simulation model and control model. Natural model is represented by the system of equations 
comprising physical laws and geometric relations, which are continuous and consequently valid at any 
moment of time [18]. Simulation models are always discrete by their nature, because they are designed for 
implementation on computers. Such models should provide coincidence of their output variables with natural 
models or real-world objects with desired accuracy given the same input. Finally, control model is a system of 
equations, which is designed to compute control signals for some plant that is controlled. This model is 
discrete too, but it need not be as accurate as simulation model, while the main criterion of its quality is the 
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performance of the plant. Besides, it should be fast enough to be implemented in real-time software, whereas 
simulation models are usually employed offline taking a relatively long time (days or even weeks). 

Detection and prevention of CSs directly during task execution is also the objective of the control model, 
so this model can exclude some interactions that actually exist. Required accuracy of the control model 
depends on the application of the robot, so mobile robots of different kind will also account for different set of 
relations. 

Simulation models also may be employed to detect and prevent critical situations but on the robot 
development stage in order to assess the performance of a mobile robot, or while developing a specific 
mission to estimate the probability of its success and to reveal potential vulnerabilities.  

As mentioned before, mobile robots are considered as complex structures that integrate the mobile 
platform and the manipulation complex. Undoubtedly both components influence each other, however, their 
interconnection can be described by a limited parameter set, while the control models could be designed 
separately, making it possible to combine different platforms and different manipulators (or payloads). 

Dynamic modelling of a mobile robot in general involves a number of interactions (submodels): 
1. traction unit – surface («wheel-soil» model); 
2. motors – traction unit («drive and transmission» model taking into account elasticities and 

nonlinearities); 
3. traction units – mobile platform («suspension» model including active elements of the chassis 

geometry changing, if necessary); 
4. mobile platform – robotic arms («platform - manipulator» models); 
5. robotic arm («manipulator» model); 
6. arm – tool/payload; 
7. tool/payload – external objects; 
8. mobile platform – environment; 
9. mobile robot – external («robot body - external objects»). 
The issue is to find out which interactions are necessary and sufficient to model for successful detection 

and prevention of critical situations. 

Spinning analysis 
Spinning of traction unit implies that its actual linear velocity is less than the theoretical value, which is 

based upon the actuator speed value [19, 20]. As an estimate of spinning a dimensionless factor s (slippage) is 
usually used, which can be expressed more conveniently via actual and rated traveled distance [21]: 

ݏ ൌ 1 െ ܵ/ܵ , (1) 

where ܵ – actual distance, ܵ – rated distance, calculated upon the data from the speed sensor of the traction 
unit (wheel encoder). 

Knowing spinning factor makes it possible to adapt the robot motion in order to execute the desired 
trajectory and prevent embedding. Importance of s for modelling and control of mobile robots induced a 
significant number of articles in this field, including search for means of its estimation. Basically, the 
knowledge of actual platform velocity and actuators speed is sufficient to find s. The latter is usually measured 
by motor encoders, while there is a wide list of methods to estimate the platform velocity, including: 

1. passive wheel in front of or behind the robot [22]; 
2. sensor fusion from wheel encoders and accelerometers, mounted on the mobile platform [23]; 
3. measurement by the camera, looking down the robot (visual odometry, VO, which, according to [24] 

works well up to velocities of 1 m/s); 
4. 3D-odometry, i.e. sensor fusion of inertial measurement unit (IMU) with VO [25]; 
5. fusion of wheel encoders, IMU and GPS [26]; 
6. active and passive beacons (require special infrastructure) [27]; 
7. machine learning based on sensor fusion data, mostly proprioception-based [28]; 
8. visual observation of wheel tracks [29, 30]. 
The study on quality of spinning estimation is beyond the scope of this paper, one of the reasons for 

which is the fact that the choice of the method is strongly connected with the architecture of the sensor suite, 
and this can be done only on the design stage. Speaking of modelling, s can be set expertly, with possible 
addition of reasonable amount of noise. To enhance the trajectory tracking performance, it is necessary not 
only to know the spinning value, but also to compensate it, that can be done with two groups of methods [21]: 

 dynamic, based on motor current or torque; 
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 kinematic, based on speed. 
Also, these methods can be combined to some degree. 

Tip-over analysis 
Tip-over detection is based on the notion of tip-over stability. All variety of methods that estimate tip-

over stability can be divided into static and dynamic ones. The difference here is that the methods of first 
group do not account for dynamic effects like manipulator motion or platform acceleration. With respect to 
direction, tip-over can also be forward, backward, or sideways, i.e. rollover [31]. 

Static methods include the method of normalized energy (NE) [32], geometry method [33], and system 
centroid position (SMP) method [31]. 

Dynamic methods, in turn, include: 
 Zero-moment point (ZMP) method [7, 10, 34, 35]; 
 Force-angle (FA) method [36, 37]; 
 Moment-height stability (MHS) method [38]; 
 Energy Stability Level (ESL) method [39]; 
 tip-over stability on stairs [40], 
 tip-over stability on slopes [41]. 
ZMP, FA and MHS methods exploit the notion of support polygon. It is a polygon in a horizontal plane, 

and if some reference point lies within it, than robot is considered as stable. The reference point in ZMP 
method is ZMP itself, i.e. the point, the sum of horizontal moments of reaction forces about which equals 
zero, while FA and MHS exploit the dynamical center of mass as reference point. Also, FA and MHS consider 
each side of the support polygon as potential tip-over axis (PTA), which is illustrated in Figure 3, where pc  is 
directed toward the dynamical center of mass, while PTA axes are shown as orts ොܽ. The study [42] also 
features FA method, introducing such a metric as time to fall, also defined with respect to each PTA. MHS 
differs from FA in accounting for the robot’s moment of inertia with respect to each PTA, i.e. the point model 
is substituted with a solid-body model. 

 
Figure 3 – FA method graphical description 

ESL method also has clear physical meaning, however, requires substantial computational resources even 
in comparison with other dynamical methods.  

Methods presented in [40] and [41] are based on an elaborate dynamic model, still the stability criteria 
are chosen with respect to a particular situation: motion on stairs and on slope respectively. 

The main advantage of static methods is lesser computational requirements, however, with increased 
performance of modern controllers this advantage loses its significance. On the other hand, multi-DoF robotic 
arms with high dynamical capabilities that are often employed in mobile robots nowadays makes the 
suitability of static methods questionable. Nevertheless, in order to get reasonable verdict on suitability of any 
methods one would require thorough research that should consider various test scenarios for robots with 
different structure. An example of such research could be found in [43] and [44], however, the authors 
confined themselves with a limited number of situations, studying a specific robot in a specific configuration, 
which cannot be sufficient to present a sound comparison of methods. Moreover, it is necessary to take into 
account  the influence of inaccurate measurement of quantities on base of which the stability metrics are 
constructed. These inaccuracies are caused by the errors in the sensor and control hardware and may 
drastically decrease the performance of methods.  

The methods estimating tip-over stability has one interesting feature, i.e the tip-over stability metric can 
be used to counteract tip-over and also to prevent it. The most common approach here is to set a stability 
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potential function which is employed to find the compensated motion of a robotic arm [31, 34, 41, 45] or 
active elements of suspension [14]. It’s worth to mention that [34, 45] consider an arm with only 2 DoF, while 
[41] and [31] consider 4 DoF arms, however in the latter case the arm motion is possible only in one plane. 
Finally, compensating motion is executed by slippers of a tracked vehicle in [32, 33, 40]. 

Summarizing, it should be noted that none articles on tip-over response and prevention were found that 
consider mobile robots with usual to date robotic arms with 5 to 7 DoF. Thus, the comparison of various 
proposed methods of tip-over detection, response and prevention for mobile robots with complex structures 
present another topic of utmost importance. 

Conclusion 
In this paper an analysis of tasks for mobile robots of different kind has been conducted, based on which 

a list of basic critical situations that can happen to a mobile robot on mission has been defined. Abnormal 
situations caused by failures in robot hardware and mechanics require special analysis and remained beyond 
the scope of the article. Publication review showed that some critical situations, i.e. spinning, embedding and 
tip-over, present a well-studied topic, while the other, including traction loss and deviation from trajectory, 
received less attention. Furthermore, none publications have been found that consider free fall or take-off. 

The review showed that while spinning and embedding problems present a great interest for planet rovers 
designers, the tip-over problem is perceived by designers of any kind of mobile robots. There have been 
proposed a number of metrics and algorithms to estimate the chance of tip-over, however, a thorough analysis 
of them with such criteria as reliability, time to response and applicability for concrete type of robot, is 
missing. Also, there have been not found any research of the influence of the mobile platform velocity on its 
stability towards tip-over, spinning and skidding as well as studies of motion on compliant surfaces or 
surpassing compliant obstacles. All these topics remain to future work. 
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Abstract 
In this paper, the collaborative robot is seen as a surgeon’s assistant who accompanies the operation, 

providing the necessary tools and performing other auxiliary actions. Such a robot should be mobile, have a 
manipulator, means of visual communication, a system of autonomous navigation in the operating room, and 
an interactive system of interaction with the surgeon-operator. The paper deals with the organization of the 
speech dialogue of the surgeon with the robot, issues of image processing and control of the collaborative 
robot. The main means of solving these problems are convolutional neural networks. In the ROS environment, 
a simulation of the behavior of a collaborative robot was performed.  The main results were tested when 
operating the KUKA LBR iiwa 14 R82 manipulator. 

Keywords: dialogue system, image processing, convolutional neural network, speech recognition. 

1. Introduction 
Medical science is one of the most promising applications of cooperative robotics. At present, one of the 

most successful projects in this area is the Da Vinci Robot System, which has been widely used in small-
invasive surgery in major medical centers around the world, including Russia. Note that similar surgical 
robots are being developed in China and in Russia, and their performance is the same as that of the system [1]. 
The Da Vinci system can be attributed to the remote control robotic system rather than to collaborative one, 
since the operator directly, although remotely, controls the movements of the robot. Along with the remote 
control robotic systems collaborative robots may be used as surgeon assistants performing the operation in the 
traditional way. 

Robot actions consist of three phases. Firstly, by voice request of the surgeon, robot determines which 
tool is required by the surgeon. At second phase, the robot finds the right tool on the desktop and grabs it. 
Finally, at third phase, it gives the instrument to the surgeon. 

To solve the first problem, a system of object-oriented dialog control of a robot has been proposed. It 
based on the theory of finite state machines using a deep neural network. The second problem has been solved 
using a double convolutional neural network. Robot control procedure by dialogue has already been 
considered in a number of papers. In [2] fuzzy logic was used to solve it, and in [3] theory of finite automata 
and Petri nets were used. Speech dialogue allows to adjust both the results of speech recognition of the 
surgeon and the corresponding actions of the robot. Feature of the proposed recognition system, which uses a 
double convolutional network, is to combine dialogue and control the actions of robot. Initially, the network is 
trained using the vision system to recognize the main surgical tools. Grip position and tool orientation 
conditions necessary for planning the movement of manipulator are also determined. A trained neural network 
should ensure the pace of performing all the necessary actions close to the rate of performing the same actions 
by a human assistant, which is important for surgical operation. 

To solve the problem of transferring the tool to the surgeon, it is necessary not only to have on board the 
robot a navigation system that determines the robot's own position relative to the operating table, but also a 
spatial vision system that recognizes the position and orientation in the space of the surgeon's hand. The last 
problem may be solved by various technical devices and have already been considered in relation to the 
control of robots using gestures [4], as well as in the task of exchanging information using the finger "alphabet 
of the deaf" [5]. 

Note that the robot - assistant of surgeon is only one of the tasks of robotic surgery. Such a robot (or 
several robots for various purposes) can solve other auxiliary tasks in the operating room, including 
monitoring the patient’s condition and the operation of other devices used during the operation. The system of 
interaction between humans and robots could facilitate the work of the surgeon, relieving him of auxiliary 
functions and increasing the accuracy and reliability of their implementation (Fig. 1). 
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Figure 1 – The system of interaction between humans and robots 

In Figure 1 operator sends a voice request to the dialogue system. The dialogue system translates the 
voice signal into text information, analyzes it and converts it into robot actions. The system is able to clarify 
the task in the process of dialogue with the operator. The robot control system performs the necessary actions 
on a voice request using the image processing subsystem. At the same time, the image processing system 
returns the execution result to an interactive system that is capable of implementing voice feedback for the 
operator. 

2. Organization of speech dialogue using neural networks 
The dialogue system is a means of exchanging information between humans and robots using natural 

language. Such a system allows robots to be controlled by operators who do not have special training, which is 
important for medical robotics. The dialogue system includes several subsystems, including an automatic 
speech recognition unit, a speech understand unit, a dialogue control unit, response generation units and voice 
synthesis units. The speech recognition unit converts a voice message into text. The task of the speech 
understand unit is correctly interpret this message regardless of the form of its expression. The dialogue 
control unit receives information from the robot control system of the machine and controls the dialogue 
process in accordance with the dialogue scenario. The text of the synthesized answers is converted into a voice 
response in the “speech synthesis” block. 

The dialogue involves the recognition not only of separate words, but of individual phrases and 
sentences. Therefore, in this case, for speech recognition, it is advisable to use a Hidden Markov Model 

(HMM). In HMM the observable probabilities ( ) ( | ),i t t tb k p o v s i    are first calculated using the Forward-
Backward Algorithm (FBA) [6]. Next, the model is trained using the Baum-Welch algorithm (BWA) [7], as a 

result of which the parameters {A, π, B} are determined, with known observable vectors kv . The 

calculation of the most probable state, with known parameters {A, π, B}, and observable vectors kv , is 
carried out using the Viterbi algorithm [8].  

To solve the problems of voice control in robotics, it is advisable to use Deep Neural Networks (DNN), 
which have much greater capabilities than ordinary neural networks, from which they differ in the number of 
layers [9]. In DNN model there are at least 5 hidden layers. However, neural networks are not able to model 
voice signals directly. Therefore, in order to use the ability of neural networks to classify, it is advisable to 
consider the combined model DNN-HMM (Figure 2). 
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Figure 2 – Speech recognition scheme using deep neural network 

The DNN-HMM model, shown in Figure 2, consists of deep neural networks DNN and a hidden Markov 
model HMM; it used to describe the dynamics of voice signals. The neural networks calculated probabilities 
of the observed vectors. Probability of the initial state assumed known beforehand. For given characteristics of 
voice signals, a priori probabilities of state are to be obtained at the outputs of neural networks. Figure  2 

indicates： 12 23,a a - the probability of transition between states; 1 2 3, , ,..., nb b b b - observable probabilities; 
shown in Figure  2 DNN network has 6 hidden layers of 2048 neurons, 440 input and 1024 output signals of 
the network. 

Number of output signals of DNN network is determined by the Bayes formula: 

( | ) ( )
( | )

( )

P s o P o
P o s

P s
  (1) 

where ( )P s - the a priory probability of the states; ( )P o  - does not depend on the sequence of words and can 
be taken equal to 1. 

The neural network is trained using the Backward Error Propagation Algorithm (BPA). Unlike the DTW 
(Dynamic Time Warping) model, or the GMM-HMM combined method, here GMM (Gaussian Mixture 
Models [9] [10], the DNN-HMM model is capable of recognizing natural speech, which is especially 
important when developing a collaborative-type robotic system, oriented to work with a user who does not 
have special training. 

3. Dialog control with state finite automata 
Dialog management directly influences how the natural and intellectual dialogue of the system is 

perceived by users. The task of managing the dialogue is to determine the next action of the system, taking 
into account the previous course of the dialogue. The conversational process consists of referrals between the 
subject making the request and the subject responding to the request, which depend on the context of the 
discourse. In this case, one of the subjects of the dialogue is a man, and the other is a robot. The dialogue 
process can be viewed as the exchange of information, in which the initiative can belong to both the user and 
the technical system. 

Below we consider the possibility of using an object-oriented dialog system for controlling a 
manipulation robot in a special mode and in a general mode (Figure 3). 
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a)                                          b)                                     c) 

Figure 3 – Diagram of dialogue control system: 
 a) special mode;  

b) general scheme of dialogue management;  
c) graph of general mode 

For example, in the special mode, the statement “to put the tool one (number 1) in hand” is converted 
into a sequence of commands: “move the manipulator from position B (obtained by executing the previous 
command “take the tool one”) to position A. Note that in more complex cases, it is necessary to solve the 
problem of automatic action planning. For example, if in the above command on the tool one is item C, which 
must first be removed [12]. Using the technical vision of the robot, one can determine the coordinates of the 
tool at position B and the coordinates of the position A specified by the operator, and then transfer these 
coordinates to the manipulator control system. For complicated objects recognition it is possible to use a 
convolutional neural network [13]. After the predetermined operation was completed, supposed a real state 
check whether the block really is in position A. If the answer is positive, then the task is considered 
completed. 

The general mode extends capabilities of operator, allowing him to obtain additional information in real 
time. The easiest way to implement a common mode is to connect the interactive system to the Internet, which 
contains the necessary Yandex service for speech synthesis. 

4. Recognition of objects using convolutional neural network 
The complete process of object recognition in our robotic system includes the detection of recognition 

areas, the recognition of objects, the determination of the orientation of objects, and the transformation of 
object coordinates. The task of detecting areas of recognition is realized as a search for areas where objects 
may exist. For example, methods for separating an object from the environment according to the properties of 
objects [13], [14], [15], 16], etc. The object recognition task as the classification of object recognition areas 
using the key points of SIFT [17], Hog [18] and the dual classifier SVM [19]. 

Determining of the objects orientation involves the analysis of the spatial orientation of recognizable 
objects using 3D models [20] and geometric approaches [22] in the case when the shape of the object is 
known in advance. It is necessary also to transform coordinates of the object relative to the camera to the 
coordinates of the object relative to the manipulator. If the coordinates of camera do not change, the 
homogeneous transformation matrix is also keep constant. If the coordinates of the camera relative to the 
manipulator are changed, then each time, in order to perform the transformation of the coordinates of the 
object, it is necesary to recalculate the uniform transformation matrix. 
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Figure 4 – Functional diagram of convolutional neural network 

Fig. 4 shows the scheme of a convolutional neural network. The upper convolutional neural network 
should classify the recognition areas of each medical tool. The network also divides the recognition areas into 
three groups: the head of the tool, the tail of the tool and the rest of the tool. This network include an input 
matrix, three convolutional layers, two fully connected layers and forms three output signals. Size of input 
matrix is 56 * 56 * 3. The inferior convolutional neural network (CNN) classifies the recognition regions and 
determines the names of medical tools. Its size is the same as the upper convolutional neural network. The size 
of the input matrix is 224 * 224 * 3; the network has six outputs. Additional algorithm No. 1 calculates the 
position and orientation of objects on the desktop plane, as well as the characteristic features of objects. Using 
the obtained average value, the angle of rotation of medical tools is calculated by formula: 

1 1 2
 

1 2

tan ( )угол поворота

y y

x x
  




 (2) 

where 1 1( ), yx - the average value of the head parts; 2 2( ), yx - average value of tail parts. 
The additional algorithm No. 2 determines the name of medical tools according to the formula: 

  MAX 1 ...6ia p i   (3) 

where a is a number of the name of medical tools;  - probability of each output of the lower convolutional 
neural network. 

 
Figure 5 – Object recognition process 

Figure 5 shows the image preprocessing procedure. Using binarization procedure, one can distinguish 
green and other colors from the results of edge detection and determine the boundaries of the identification 
area shown in green. After this, identification areas and objects are distinguished. Note the identification areas 
and consider them as input for the lower convolutional neural network at Fig.4. To determine the orientation 
of tools, it is necessary to create recognition areas (size 56 * 56) for each tool separately. Recognition points 
are generated based on changes in the curvature of the edges of each tool. The recognition area is the input to 
the upper convolutional neural network (Fig.4). 
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In experiments was used the usual RGB color camera (photo size 3968 * 2976), mounted on the capture 
arm. According to the known coordinates of the head and tail parts of the tools, it is possible to calculate 
approximately the center of gravity of objects after formula: 

൜
зݔ ൌ ݇ ∙ гݔ  ሺ1 െ ݇ሻ ∙ хݔ
зݕ ൌ ݇ ∙ гݕ  ሺ1 െ ݇ሻ ∙ хݕ

 (4) 

where з з( , )x y  - the capture coordinate; ( ),г гx y - coordinate of the head; ( ),х хx y - tail coordinate; k - 
coefficient of the center of gravity of objects. 

After obtaining the capture coordinates from the images, it is necessary to perform a uniform 
transformation of the coordinates of the objects relative to the camera to their coordinates relative to the 
manipulator: 

ሾݔ ݕ ሿ்ݖ ൌ ܶ ∙ ሾݔଵ ଵݕ           ଵሿ்ݖ
000 1

R P
T

 
  
 

  (5) 

where R - 3x3 rotation matrix; P - 3x1 displacement matrix;  T0 0 0x y z
- coordinates of objects relative to 

the camera;  T1 1 1x y z
 - coordinates of objects relative to the manipulator; 

5. Determination of the spatial coordinates of the operator’s hand using the KINECT device 
The last task for the collaborative robotic system is to give the prescribed medical instrument to the 

surgeon. Therefore, it is necessary to determine the position of the surgeon’s hand in previous restricted 

region. We intend to use for this task a pinhole camera model with internal parameters 
, , ,x y x yf f c c

 
corresponding to the focal length and the optical center. This allows you to calculate the position of the point 
(i, j) in the resulting image at a known position of the hand (x, y, z)T  according to the formula: 

( , , ) ( , )yx
x y

f yf x
x y z c c

z z
     (6) 

Now we can restore the three-dimensional point corresponding to the pixel ሺ݅, ݆ሻఁ ∈ Թଶ with depth using 
the formula: 

( )( )
( , , ) ( , , )yx

x y

j c zi c z
p i j z z

f f


  (7) 

To calculate the internal parameters  
, , ,x y x yf f c c

, the camera calibration tests is used. 

   
а)                                                                                                b) 

Figure 6 – Output information of   KINECT: a) RGB color image, b)  the image of depth D 
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The output of the KINECT device includes a color image (RGB) and image depth (D) (Figure  6). The 
task of the KINECT camera is included in that getting the depth of the hand by the depth of the image (D). 
Pixels ሺ, ሻఁ ∈ Թଶ of the hand image were calculated using a convolutional neural network (see pt. 4). 
Through (7), we can calculate the spatial coordinates of the surgeon’s hand. 

Note that partially we also solve the problem of security i.e. the absence of a robot, or a tool collision 
with the operator's hand. However, security task is not limited to this, since other objects may appear in the 
robot's workspace, the operator himself may fall into this area, etc. The simplest way to solve this issue is to 
require the manipulator to stop moving at the risk of a collision and to require the operator to clear the work 
area. After remove the obstacle, the manipulator continues to move in accordance with the original 
instructions. However, this requires continuous additional analysis of the working area and the solution of the 
problem of predicting further movements of objects in the working area. These issues are to be considered in 
our further work. 

6. Experimental studies.
For experiments the KUKA LBR iiwa 14 robot was used (Figure. 7 a)). The control system of the 

collaborative robot as a whole was developed in the PYTHON programming environment in the ROS system. 
To solve the problem of speech recognition, the DNN-HMM acoustic model was applied using the 

KALDI software. Training data was taken from the open site VOXFORGE. When controlling the dialogue, a 
state machine was created that can independently detect errors, including speech recognition errors, errors of 
control commands, robot actions, etc. For recognition of specific objects, training data were mainly created 
manually: 200 samples for each object and 1200 samples for objects shown in Figure 7 b). These are usual 
surgical tools. Object recognition algorithms were implemented using the TENSORFLOW and OPENCV 
software. 

а)                c)               b)         
Figure 7 – Experimental study of the dialogue system 

Figure 7 b) the results of recognition of surgical tools placed randomly on the desktop are shown. The 
desktop was green for contrast with metallic instruments.  The rectangles (red) are the areas of recognition 
selected as results of information processing. The minimum area of objects are shown with yellow rectangles. 
The head and tail parts of objects are also distinguished. The big blue dot is the center of gravity of objects 
found using the procedure described in pt.4. After these points were determined the tool was captured by robot 
using standard control programs. 

The workflow of the collaborative robotic system begins after the voice command of the surgeon. For 
example, "put tool one in hand." Note that the tool may also be called by surgeon directly (tweezers, scalpel, 
etc.). Robot recognizes the voice command and confirms the correctness of the surgeon’s voice command 
using the state machine described above. In the case when the voice command is incorrect, the interactive 
system will ask the surgeon to re-enter the voice command, or refine it. If the voice command is correct, the 
robot performs the task using visual communication tools (see clause 5) and transmits the tool to the surgeon 
(Figure 7 c)). 

Conclusion 
The results of the experiments show that the principles of collaborative management proposed in the 

paper and the algorithms developed are realizable and quite effective. However, further research is necessary 
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before the results may be recommended for practical use. First of all they should include the issues of safety 
and reliability of using the collaborative system “surgeon - robot assistant” in practice. 
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Abstract 
Based on general publications, the brief analysis of main trends of the future industrial production in the 

“Industry 4.0” paradigm. Analysis demonstrates that the basis of the forthcoming economic order will consist 
of cyberphysical systems which will be simultaneously considered both as the intellectual machines (robots) 
and information technology concept. 

It assesses the up-to-date economic situation in Russia focusing on the machine building industry as to 
the “Industry 4.0” development. It reveals the main reason for reduction in machine building product output in 
Russia – downturn of internal consumption, both the investment and end consumption. It emphasizes the 
difference in approaches to the economy digitalization in Russia and leading global industrial states. 

The conclusions list the main features of the global macroeconomic development directly influencing the 
production sphere, new fields of production development and transformation effects in approach to the new 
concept “Industry 4.0”. 

The main result of the analysis is the substantiation of the Russia’s current unreadiness for active 
participation in creation of new production and technology order based on the domestic economy 
digitalization. 

Keywords: Industry 4.0, cyberphysical systems, robots, industrial production, economy digitalization, 
Internet of Things, product customization, digital production. 
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Cyberphysical systems are the next stage of the technological development of the society 
Formation of production infrastructure in the specific time period is determined by the economic 

demands of the society and achieved level of technology development. 
The economic demands at the modern stage is characterized by two main trends: the first one consists in 

the efficient, from the perspective of profit-making, satisfaction of the society with the customized products 
with the mass production industrial equipment. The second trend is related to the more increasing need in 
unique products and equipment requiring record accuracy, purity characteristics, operation parameters, etc., 
for aerospace, medicine, precision weapons, nuclear and other extreme applications. 

The foregoing trends occurred in the conditions of appearance and rapid development of information 
technology supported by the progress in creation of micro and nano-electronic components and devices.  

A particular effect on transformation of the industry functioning is expected from the Internet of Things 
(IoT) that has been already partially used in specific industry and service sectors. 

The most comprehensive definition of IoT integrating the definitions and features that are the most 
common in multiple publications is given in [1]: “IoT is the dynamic global network infrastructure with self-
sustained set of functions based on standard and compatible communication protocols where the physical and 
virtual things have identifiers, physical attributes and virtual personalities, use the intelligent interfaces and are 
easily integrated into the information network.” 

The requirement of the cost efficient satisfaction of the society’s need in the product customization with 
the use of industrial equipment intended for mass production leads to formation of a new view to production 
as the “smart” system characterized by decentralization, self-sufficiency, re-configuration, and distinguished 
by continuous information exchange between subsystems and products in the framework of the performed 
production and logical processes. 

Therefore, the IoT must serve as an information connecting “skeleton” of new industrial order. 
In 2012, General Electric (GE) published its vision of IoT development in the industry - the “industrial 

Internet” [2, 3] where the physical objects, the “intelligent machines”, are interconnected into a network at the 
component level. Within these networks, the “intelligent machines” can communicate with each other and 
people irrespective of the time and place they are. In other words, the “intelligent machines” are the particular 
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combinations of industrial equipment and IT where the boundaries between people (consciousness) and 
machines are indistinct. 

The National Institute of Standards and Technology (NIST), instead of the term “intelligent machines”, 
used the term “cyber-physical systems (CPS) to be defined as follows [2, 3]: “smart systems covering the 
computational (i.e.) and efficiently integrated physical components closely interacting in order to feel the 
changes in the real world.” As the examples of cyber-physical systems, the NIST considers the robots, 
intelligent buildings, medical implants. Self-controlled vehicles, unmanned aerial vehicles (UAV) and so on. 
Like the GE, the NIST treats the joint operation of such systems and people as one of the most import tasks in 
the CPS design, development and management. The key role here belongs to determination and simulation of 
“situational understanding” (circumstances of the system) that can have crucial significance in decision-
making. According to the NIST vision, the cyberphysial systems form the basis for innovative production 
development. 

In [4], the CPS is defined as the “information technology concept supposing the computing resources 
integration into physical processes. In such systems, the sensors, equipment and information systems are 
connected in a single cost creation chain moving beyond a company or business. These systems interact with 
the help of standard Internet protocols for forecasting, self-setting and adaptation to changes.” 

As the above definition states, the CPS is a large number of interconnected hardware and software 
components simultaneously functioning in different spatial and time conditions that are changed online, i.e. 
the distributed system, that requires for new approaches and techniques in the control system. 

According to the author [5], when using the distributed systems, such widely used techniques as 
hierarchic, matrix, situational and network-centric control do not provide for sufficient efficiency: “This 
problem is enhanced by the problem of the “big data” setting large volumes of data and large number of links 
increasing in geometrical progression”, and then “only the intelligent control appears to be efficient for 
complex distributed systems. “And then: “... The cyberphysical systems are the distributed systems with the 
function of intelligent processing and re-configuration of streams due to intellectual control.” “The efficiency 
of use of the cyberphysical systems can be compared with the efficiency of application of parallel computing 
systems. Parallel computations are efficient for large volumes of information with the function of data stream 
parallelization. In simple tasks, the parallel techniques are not efficient, but the linear computing techniques 
are. Just in a similar way, the cyberphysical systems are efficient for the complex distributed system control 
and complex task solving. For simple tasks, the CPSs are not efficient like the parallel computing systems.” 

By their architecture, the modern robotic systems are CPS with the integrated (control) system, mainly. 
Moreover, vice versa, that is even more conventional, CPSs mean the robots most often today. 

However, as the functionality of mass consumption of the customized products and demand in the life 
cycle technologies develops, the CPS will be treated as the information technology concept of the distributed 
system with a function of intelligent processing and re-configuration of streams due to intelligent control.” 

“Industry 4.0” as the cyberphysical system based organizational and technical production 
architecture. Robots 

The CPS information technology concept covering the industrial production process is called as 
“Industry 4.0” that, in general, is characterized as global multilayer organizational and technical system based 
on the integration of physical operations and concurrent processes into a single information space [5]. 

In the “Industry 4.0” concept, the conventional data sources give way to CPS and IoT by the VVV 
parameters (a complex of defining characteristics of the Big Data: Volume - physical data volume, Velocity - 
data volume growth rate , Variety - variety and simultaneous processing of different data types). The CPS is 
the basis for industrial IoT where the PLM (Product Lifecycle Management - application for product/item life 
cycle control) structured and controlled information for the Big data is created. As a result, the individual 
production stages/operations are connected from the product design and production resource planning to the 
field testing of the mechanisms. The most important element of the organizational and technical concept 
“Industry 4.0” is the functional compatibility (interoperability) of its elements [6]. 

According to one of the leading specialists in the Internet of future, Prof. Wolfgang Wahlster, Chief 
Executive Officer, as well as Director for Science and Technology of the German Research Center 
for Artificial Intelligence (DFKI) in Kaiserslautern, Saarbrücken, Bremen and Berlin; member of the 
R&D Union of the Federal government; Chairman of the EU Higher Advisory Group for the Internet 
of future (FI-PPP), [7], the CPS change radically the traditional production logics, namely: the working 
object will individually define what operation should be done. Production equipment and products will 
become active system components that control their production and logistics processes. They will differ from 
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the existing mechatronic systems by the opportunity to interact with the environment, by planning and 
adapting their behaviour as to the surrounding conditions, by being capable of self-optimization. This will 
make it possible to ensure efficient release of minimum product batches in a number of options with quick 
changing of the final products. Applying the actuating mechanism integrated sensors, ensuring the inter-
machine data exchange and using the active semantic memory will lead to appearance of new optimization 
techniques aimed at resource preserving in the production environment. 

Successful, in terms of its concision, definition of “Industry 4.0” was given by the Russian 
representatives of Bosch Rexroth LLC: 

“Industry 4.0” shall mean highly self-sustained decentralized re-configured production that is 
distinguished by continuous data exchange between its subsystems and production objects in the frameworks 
of the performed production and logistics processes.” 

According to the authors [8], the “Industry 4.0” industrial concept is a multilayer organizational and 
technical system combining six subsystems: 

 PLM – Product Lifecycle Management: domain-specific application software packages intended for 
structuring the array and automation of the physical and information process control during the whole product 
lifecycle, including production cooperation, 

 Big Data: a complex of approaches, instruments and methods of bulk data processing and large variety 
of data intensive production systems that is intended for receiving the results efficient in the avalanche-like 
data stream by a human or computer system. 

 SMART Factory – a well-thought out factory (a mnemonic abbreviation used in management to define 
the goals and set the tasks): a concept of seamless combination of individual production stages (operations) 
are connected from the product design and production resource planning to the field testing of the actuating 
mechanisms. The Smart Factory is based on the concept of Digital Manufacturing that characterizes the 
organizational and technical system of the adequate production modelling based on the advanced CAD 
(Computer-Aided Design) simulators. 

With the development of adaptive cognitive II based systems, the Smart Factory will significantly 
change. If in the “Industry 4.0” the key role of a human is in the algorithm development and teaching of 
machines by computer programming method, the self-teaching of machine, copying the actions of a human or 
other robots and automatic optimization of production algorithms will be the basis for new production order, 
“Industry 4.0”. 

 CPS – cyberphysical systems: can be both in the frameworks of a single company, and dynamic 
business model consisting of several companies. The IoT cannot exist without cyberphysical systems as they 
appear with its infrastructure, 

 IoT: links the Internet connected things and ensures their joint work controlled by cloud computing 
systems; ensures interaction of physical production operations and concurrent processes.  

 Interoperability – functional compatibility: the “Industry 4.0” serviceable integrated system cannot be 
created without functional compatibility. 

It should be noted that currently “Industry 4.0” has not been implemented anywhere in the world on an 
industrial scale, and only its individual elements are used. In the developed countries, intensive works are 
being in progress to prepare for the companies’ large-scale transition to the cyberphysical production 
principles. Many countries invest a lot of money in the corresponding developments. For example, the UK 
government started the £5 mln. IoT project implementation, the German government invests about €200 mln. 
in this sphere. Yet in 2008-2009, Japan launched the “u-Japan” and “i-Japan” strategies to prepare for IoT 
implementation into daily life; in the EU, the European Research Cluster on the Internet of Things (IERC), 
FP7, offered a number of projects for the Internet of Things and created the International IoT Forum for 
development of common strategy and technical vision of the IoT use in Europe. In the USA in 2012, the non-
profit Coalition of Smart Production Leaders was created. It included the industrial manufacturers, suppliers, 
IT companies, state authorities, universities and laboratories. The purpose of organization is to create a smart 
platform for industrial IT applications. In 2014, General Electric, AT&T, Cisco, IBM and Intel set up the 
Industrial Internet Consortium currently combining 170 organizations. The purpose of non-profit union is to 
remove the barriers between different technologies in order to ensure maximum access to the big data and 
improve integration of physical and digital environment. The similar programs have been launched in the 
Netherlands, France, UK, Italy, Belgium and other technologically advanced countries. 

Success of “Industry 4.0” is in many aspects dependent on standardization that must provide for 
interoperability, compatibility, reliability and efficiency of the integrated devices globally. Due to the 
development of the common standards, the designers and consumers can widely use the IoT applications and 
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services while saving costs for the IoT service and expansion on a long-term horizon.  The International 
Intercommunications Union, International Electrotechnical Commission, International Organization for 
Standardization, Institute of Electrical and Electronics Engineers, European Committee for Electrotechnical 
standardization, Chinese Institute for Electronic Standards, and American National Standards Institute are 
engaged in development of different standards for the Internet of Things. This is complicated by a need in 
agreeing standards of different organizations with the international standards, as well as national and regional 
organizations for standardization [1]. 

The German specialists forecast the appearance of the first companies complying with the “Industry 4.0” 
principles not earlier than by 2020, and complete transition to the wired industry is planned for 2030. 

It was noted above that “Industry 4.0” is the CPS information technology concept covering the industrial 
production process and is a global multilayer organizational and technical system based on the integration of 
physical operations and concurrent processes into a single information space. 

This concept/system implementation is not possible without its constituent subsystems (Smart Factory, 
IoT, CPS) and, as a result, their material and technology basis - robotics that is characterized by a 
comprehensive application nature. In addition, the robots as smart machines represent the CPS by themselves, 
but like in the “shortened” version with the integrated control system (including the II based) and data 
exchange with the environment. 

Therefore, the robots are like puzzles which will be the basis for future “picture” of the industrial Internet 
(or “Industry 4.0”), but now already having the widest and variable application in different spheres of industry 
and services. 

At the modern industrial production stage with the prevailing of the comparatively simple tasks of 
product manufacture and process organization localized in the limited space, the most efficient way is to use 
the CPS in the “shortened” form - robots, robot packages or systems. As the needs of the society in changing 
customized products which modification also depends on the geography of its consumption develop, the CPS 
concept in the “Industry 4.0” architecture with complex tasks of the distributed system control is becoming 
more efficient. 

Economic situation of Russia as to the “Industry 4.0” development 
The general assessment of the modern economic situation of Russia in the general publications is rather 

contradictory. 
For example, recently, the domestic mass media widely informed of the Russia’s second place (after 

Malaysia) in the new rating of comparative indicator of the current situation and economic perspectives of the 
developing countries (markets) published by Bloomberg. See, for example [9]. It was stated that during the 
rating preparation a number of parameters had been taken into account, among which were the GDP growth 
forecast for 2018-2019, state of the current transaction account, sovereign credit rating, stock and bond 
market, foreign exchange reserves, etc. By the way, it is not clear why China takes the third place in this rating 
although it supersedes Russia by its economic power by multiple times. 

Simultaneously, a number of articles appeared representing the Russian Federation economic situation as 
not very optimistic. 

Particularly, [10] the results of survey “Barometer of Confidence of the Companies” conducted by the 
audit and consulting group EY (the research concurred with the round of the American sanctions against the 
large Russian business in April; 60 managers of the Russian companies from 14 economic sectors took part in 
the survey) that show that 84% of small and medium business owners in Russia are ready to refuse from some 
part of assets due to their inefficiency or any revealed risks, and only 32% of investors are ready to invest in 
new projects. According to 55% of respondents, the main risk threatening the business development is the 
geopolitical tension: The research points out that: “The crisis has weakened the small and medium business 
suffering from restrictions introduced regarding Russia, as well as from the regulators’ uncertainty and 
requirement strengthening. And they are not supported by the state like the large business.” 

The expectations of business regarding the situation improvement are related to the return of direct 
investment funds as the main assets buyers.  In June 2018, the Head of the Russian Direct Investment Fund 
(RDIF), Kirill Dmitriev, promised to invest more than 7 tln.RUB  in the infrastructure and high-tech projects 
in Russia. For these purposes, in the end of 2017, a new investment platform “RDIF Technology” was created. 

The main risks for market development are still the political uncertainty in economy due to the rouble 
volatility, dependence on the oil and gas sector, increased VAT and decreased consumer activity [10]. 

The negative effect on the Russian economy is also due to the capital outflow initiated by toughening the 
money and credit policy of the US Federal Reserve System, strengthening the foreign trade restrictions, 
economic crisis in Turkey, sanction police of the West as to the Russia and dependence of the Russian 
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economy on the situation in the oil and gas markets. According to the Central Bank, based on the seven month 
results (January - July) 2018, the net capital exports by the Russian private sector increased by $21.5 bln., 
while for 2017 in general the similar indicator was $27.3 bln. ($18.5 bln. – in 2016). As a result, the Russian 
Ministry of Economy and Development reviewed the forecast for capital outflow in 2018 - by $41 bln. instead 
of $18 bln. estimate [11]. 

High poverty rate of Russians should be also noted. It does not promote for development of the mass 
domestic demand in goods and services. According to the Manager of the Accounts Chamber, Aleksey Kudrin 
[12], 19.3 mln. of Russians, as of 01.01.2018, had income lower than the minimum of subsistence which by 
the beginning of 2018 averaged to RUB 10,328 per head (Order of the RF Government dd 08.12.17 No. 
1490). As a result, the consumption structure of the ordinary Russian citizen is shifted towards the food 
products. If in the USA the food products make about 6% of the consumption structure, and 12% considering 
the public catering, the most of the domestic households show more than 50%. 

The general economic situation is in many aspects determined by the situation in machine building the 
“Industry 4.0” development is directly related to. 

Here we use the materials provided in the analytical report [13] and data from description of the sphere 
of implementation of the subprogram “Production Development of Production Means in the RF” of the State 
Program of the Russian Federation “Industry Development and Competitive Growth” (Order of the RF 
Government dd 15.04.2014 No. 328 (rev. on 31.03.2017)). 

According to referenced sources, the machine building includes the following fields: machine tool 
industry and investment machine building (power engineering, electrical engineering and cable engineering, 
oil and gas and chemical engineering, heavy engineering), car building, transport and special-purpose machine 
building, machine tool production, radio-electronics and instrument making industry, aviation industry and 
ship-building industry. 

During five years (since 2014), the Russian machine building industry showed negative output dynamics. 
In 2015, according to the RIA rating, the decrease made 8.9 %, and in 2016 – 0.9 %. The machine building 
products export, irrespective of devaluation of the rouble, has reduced by 4.3 %. i.e. $24.3 bln., according to 
the RF Federal Customs Service (FCS). 

The main reason for reduction in machine building product output in Russia is downturn of internal 
consumption, both the investment and end consumption. Due to the output negative dynamics and high 
volatility, there appears a risk of restored degradation of production capacities of the machine building 
enterprises, and machine tool fleet, first of all. Degradation of production assets appears both in reduction of 
the total tool fleet, and increased share of the worn-out equipment. That is the reduced number of equipment is 
not compensated by the increase in effectiveness of the remaining ones. Now, the average age of the 
production equipment in the domestic machine building industry exceeds 20 years that determines the high 
level of wear: appr. 15% of the machine tool fleet and other equipment are worn and must be 
decommissioned. Great underrun is observed for the CNC machinery: if in Japan this class comprises more 
than 90% of machinery, in Germany and USA - more than 70%, and in China - about 30%, in 2016 in Russia, 
the CNC machinery share made less than 10%. 

The reduction in quantity and degradation of quality of the production capacities in the Russian machine 
building industry are progressing faster than the staff reduction. As a result, while at the Russian enterprises, 1 
piece of machinery falls on 4.7 workers of the machine building industry, in the EU - 0.8 worker, and the 
labour capacity in the EU machine building industry exceeds the Russian one by 6 times, and at this, the 
expensive investment machine building products prevail in the Russian machine building product output 
structure. 

The consequence of the above mentioned indicators are the low competitive ability of the manufactured 
products both by price and quality. As a result, only a small share of the existing demand is available for the 
Russian machine building enterprises in the global market, and it is restricted by: firstly, share in the chain of 
new cost creation (among the world manufacturers), secondly, low share of the value-added cost in the 
products by the Russian enterprises, as such. This is mainly the assembly and production of inexpensive 
components and materials. 

In the defense and investment machine building market, the share of the products manufactured by the 
Russian enterprises is considerably higher. But there is the other problem - the lesser volume of these markets 
as compared to the mass ones, their high volatility, as well as high share of imported components (mainly, 
from China). 

Low competitive ability makes it impossible for the domestic machine building enterprises to recover 
investments in the fixed assets and production processes as the result of the restricted sales market of Russia is 
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the low level of utilization of production capacities as to the work hours - about 20% that is absolutely non-
acceptable considering the world competitors with the indicator exceeding 90%. 

The low utilization of production capacities leads to inefficient automation without changing the 
production organization and product sales principles. It is obvious that the investments in the means of time 
reduction for facilities preparation and utilization with the most optimal route become unreasonable if there is 
no sufficient facilities for production equipment to ensure its optimal utilization. In other words, in the 
situation when the utilization of the expensive production equipment makes 20-25% of the work hours, it is 
not reasonable to invest in accelerating the preparation of facilities for machinery and optimizing their repairs, 
as there is 75-80% of free time for these operations, and the situation will remain the same if nothing is done 
to increase the flow of production facilities [13]. 

Therefore, the small size of the available (with the existing prime cost and quantity) sales markets is the 
primary reason for crisis in the Russian machine building industry, but not the low marginality and expensive 
loans [13]. 

The additional negative factor is that the partially upgraded production assets are scattered among 
separate, non-related production facilities. As a result, there is no possibility, even in particular production 
facilities, to build a through automated production chain (and this is the approach providing for utilizing the 
CNC machinery and processing centres in full) not speaking about building of such chains with the use of 
facilities of various enterprises. The most production facilities provide only for the domestic needs and are 
optimized only for own developed products; the contract production is practically absent. 

All the mentioned above mean that if no efficient actions for the domestic machine building development 
will be implemented in the nearest future, than the retirement of machinery without increased utilization of the 
remaining ones will lead to decrease in the machine building output irrespective of the market situation. 
Moreover, the enterprises will have to reduce the excess staff. This may result in that 2-3 mln. people will lose 
their jobs without any opportunity to find a new ones, as the staff reduction in the industry is not compensated 
by the increased demand in specialists in the other sectors of economy. 

Such degradation due to transition of the largest world machine building manufacturers to the PSS model 
(Product-Service Systems are single systems integrating the physical product as such and all processed related 
to its production and operation) will be destructive not only for the material production but for the sphere of 
services which share exceeds 55% of the national GDP. 

In Russia, more than a half volume of the service market is directly related to re-sale and servicing of the 
imported equipment, that is why the transition of the largest world manufacturers to the PSS model when they 
gain direct access to the end consumer means that the entire chain of domestic mediators loses such access and 
goes under the manufacturer’s supervision. That is why the absence of own competitive production in Russia 
in the PSS paradigm will mean the absence of the national sphere of services related to the machine building 
products sale and servicing. 

The currently existing in Russia concepts of ways out of the situation with the help of digitalization of 
fields are solely focused on creation of new kinds of services based on collection and analysis of data from 
different physical objects and do not cover the issues of fundamental change in approaches to the lifecycle of 
these objects. 

As distinguished from the Russian approach, according to the world industrial states (USA, Germany, 
Japan), the “digital economy” means the processes of creation and use of the PSS that is the products which 
are initially designed as a single system integrating the physical product as such and all processed related to its 
production and operation. Thus, the appearance of the IoT service is the consequence of such approach but not 
a self-sufficient field of economic activity (like Big Data and other services). 

Similarly to the total automation of design, engineering, production and operation of such systems, this is 
only the way of the PSS concept implementation allowing, fully or partially, to eliminate the negative effect of 
human factor on consumption properties of the product service system and make them completely controlled. 
The program determinability (“cyberphysical systems” in the “Industry 4.0” concept) and modularization of 
the “product” part of the PSS are the single way for economically efficient creation of such systems [13]. 
 Such approach is implemented in the form of brand new business models, for example, Performance-Based 
Lifecycle Product Support – the lifecycle contract for the machine building products, Circular Economy - 
production of the products modified at the operation stage and having no disposal stage. 

Conclusions 
The main features of the global macroeconomic development that directly influence the production 

sphere are currently as follows: 
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 increasing customized demand that leads to transition from large volumes of small nomenclature to 
low volumes of large nomenclature of the products manufactured and forms a demand for expansion of the 
production facilities and proposition of services, 

 reduction of the lifecycle (reduced time of use) of the mass products with its simultaneous 
modification that requires flexible automation of production and flexible efficient technology in the sphere of 
services, 

 global competition requiring for constant increase in the production efficiency, 
 required achievement of record-rate quality characteristics and/or consumption properties of individual 

products in high-tech industries, such as precision weapons, medicine, aerospace, nuclear energy, and so on, 
 increasing salary being average for industries and related with objective trend in improvement of the 

living standards of society, 
 aging of population,  
 rapid development of information technology, first of all, IoT in the background of success in creation 

of micro- and nano-electronic components and devices, 
 formation of new paradigm of the industrial production as the most efficient in the conditions of the 

above mentioned factors, this is “Industry 4.0”, cyberphysical system based organizational and technical 
production architecture. 

Appearance of new production concept (both for products and services) creates new fields in 
development, namely [14]: 

 decentralization and more flexible scale control for cost saving; transition to through automation 
processes; 

 providing the things with AI functions conversion of each thing simultaneously into the consumption 
object (end or intermediate - for further processing) and into information source; participation of such smart 
things in own structuring and repair; 

 conversion of the industry of services into the field controlled by interaction of client and service end 
II with the use of the dig data as the information source for forecasting and planning; 

 reduced participation of a human in the interaction of things; 
 creation of infrastructure of the alternate reality and its communication protocols with smart things and 

devices; 
 expansion of “passive entrepreneurship” of population due to creation and development of electronic 

trade systems and other resources, first of all, in utility services; 
 blockchain technology development; 
 development of alternative networks, like Internet, and their integration into the alternate reality 

infrastructure. 
As to the machine building industry, the transformation effects of the “Industry 4.0” implementation can 

be presented by three groups [13]: 
 the appearance of the manufactured machine-building products changes, they become more program-

determined and modular: 
1) the external form of products is simplified; 
2) constant modification of products due to upgrading of their software and replacement of individual 

modules becomes possible (platform-based principle). 
 approaches to product development change: 
1) “the human factor” is reduced to zero; 
2) maximum reduction of time and resources at the production stage (robotization, automatic control) 

and operation stages (remote automatic monitoring) is provided. 
 approaches to production change: organization of “hybrid” model for utilization of production 

capacities becomes possible. Using such model, the enterprise having production facilities use them not only 
for own production, but for individual production operations ordered by third-party companies, thus being a 
part of the distributed production chain combined by a single automatic control. The third-party companies 
preserve full control over the quality of their “remote” operations. This makes it possible to maintain high, 
near 100% utilization of production facilities. 

Today Russia is not ready actively to participate in creation of new production and technology order. 
This is due to the increased compatibility of the products, terms of order fulfilment and production quality 
stability required by the main domestic machine building customers, as well as achievement of the service 
level to ensure for transition to the PBL model (Performance Based Lifecycle Product Support) in the relations 
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with the consumers are possible only with the implementation of the cyberphysical systems and IoT into 
domestic machine building industry. Transition to PBL will require for absolute review of design, production 
and operation approaches. 

[13] states that the R&D analysis conducted by the leading universities of the industrially developed 
countries shows their activity in development of scientific and practical approaches to PSS task-solving 
according to the market requirements and development of business models to monetize the PSS advantages. 
The technology part, particularly, in information technology (big data, II, etc.), is not so much considered as it 
is thought not to be the main restraining factor preventing the transition to product service model. In Russia, 
the studies of problems of the PPS creation and monetization are not conducted, as a result, all latest initiatives 
in the economy digitalization looking like groundbreaking have, in fact, no key success factors, that is 
understanding the appearance of the competitive product and business models of its monetization. 

According to the authors [13], this the underlying reasons of the “programmed failure” of the currently 
made efforts on the Russian economy digitalization as they are. 
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